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“Spicy world of NanoScience”
The conference will be held in the Politecnico di Milano, Italy, which is one of the world's leading universities for science and engineering. The conference will take place in the university's central campus, the Milano Città Studi, which is located close to the heart of Milan. Milan is renowned to be a city of culture, design and fashion and is home to numerous museums and galleries and the famous opera house, La Scala.

Building number 3:
- Keynote lectures are held in De Donato room
- Sponsor booths and coffee breaks are located in the courtyard

Building number 5:
- Scientific sessions are held in Castiglione, Beltrami and C.0.1 rooms (ground floor)
- Lunch will be served outside, in the gazebo area
The gala dinner will take place in the wonderful **Courtyard of Arms**. On the side facing the Carmine gate, stand the remnants of a by-gone age: stone sarcophagi from the late Roman period (3rd - 4th century AD), fragments of statues and archaeological artefacts. On the opposite side of the courtyard is the Spanish hospital, while, moving towards the Ducal courtyard one comes upon the moat surrounding the medieval walls, known as the dead moat.

**How to reach:**

Metro Station:

**CAIROLI and CADORNA** (Line 1 – red)

**LANZA and CADORNA** (Line 2 – green)
Arriving at PoliMi

Metro Station: **PIOLA**
(Line 2 - green)

Enter the gate (right side) and the Welcome Desk will be on your right, under the portico
<table>
<thead>
<tr>
<th>Time</th>
<th>Event</th>
<th>Room</th>
</tr>
</thead>
<tbody>
<tr>
<td>18:00-21:00</td>
<td>Welcome reception</td>
<td></td>
</tr>
<tr>
<td><strong>Day 1 - 12 Sept. 2016</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7:45-9:00</td>
<td>Users Registrations</td>
<td>ROOM De Donato</td>
</tr>
<tr>
<td>9:15-9:50</td>
<td>Welcome addresses</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rector of Politecnico</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Deputy VC (Research), Brunel</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Chair</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Professor Giovanni Azzone</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Professor Goeff Rodgers</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Professor Tassos Karayiannis</td>
<td></td>
</tr>
<tr>
<td>9:50-10:20</td>
<td>Keynote lecture</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Professor Srinivas Garimella</td>
<td></td>
</tr>
<tr>
<td>10:20-10:50</td>
<td>Coffee break</td>
<td></td>
</tr>
<tr>
<td>10:50-12:50</td>
<td>BIO1 - Lab-on-a-chip 1</td>
<td>ROOM S.0.2</td>
</tr>
<tr>
<td></td>
<td>MP1 - Liquid-liquid, droplets</td>
<td>ROOM S.0.3</td>
</tr>
<tr>
<td></td>
<td>SP1 - experimental</td>
<td>ROOM S.0.4</td>
</tr>
<tr>
<td>12:50-13:35</td>
<td>Lunch break</td>
<td></td>
</tr>
<tr>
<td>13:35-14:05</td>
<td>Keynote lecture</td>
<td>ROOM De Donato</td>
</tr>
<tr>
<td></td>
<td>Dr. Pietro Asinari</td>
<td></td>
</tr>
<tr>
<td>14:05-14:25</td>
<td>Sponsor Presentation 1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Andrea Arensi, M.Eng. - ANSYS</td>
<td></td>
</tr>
<tr>
<td>14:30-16:10</td>
<td>BIO2 - Lab-on-a-chip 2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MP2 - Bubbles, droplet &amp; solids 1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SP2 - Modelling 1</td>
<td></td>
</tr>
<tr>
<td>16:10-16:30</td>
<td>Coffee break</td>
<td></td>
</tr>
<tr>
<td>16:30-18:10</td>
<td>BIO3 - Lab-on-a-chip 3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MP3 - Bubbles, droplet &amp; solids 2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SP3 - Applications</td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>Event</td>
<td>Room</td>
</tr>
<tr>
<td>--------------</td>
<td>----------------------------------------------------------------------</td>
<td>---------------</td>
</tr>
<tr>
<td>08:00 - 09:00</td>
<td>Users Registrations</td>
<td></td>
</tr>
<tr>
<td>09:00 - 09:30</td>
<td><strong>Keynote lecture</strong>&lt;br&gt;Prof Gian Luca Morini</td>
<td>ROOM De Donato</td>
</tr>
<tr>
<td>09:00 - 09:30</td>
<td>ROOM S.0.2</td>
<td>ROOM S.0.3</td>
</tr>
<tr>
<td>09:35 - 10:55</td>
<td><strong>BIO4</strong> - Lab-on-a-chip 4&lt;br&gt;<strong>MP4</strong> - Heat transfer&lt;br&gt;<strong>SP4</strong> - Modelling 2</td>
<td></td>
</tr>
<tr>
<td>10:55 - 11:15</td>
<td>Coffee break</td>
<td></td>
</tr>
<tr>
<td>11:15 - 12:55</td>
<td><strong>BIO5</strong> - Lab-on-a-chip 5&lt;br&gt;<strong>MP5</strong> - Condensation 1&lt;br&gt;<strong>SP5</strong> - Modelling 3 &amp; Heat Transfer 1</td>
<td></td>
</tr>
<tr>
<td>12:55 - 13:40</td>
<td>Lunch break</td>
<td></td>
</tr>
<tr>
<td>13:40 - 14:10</td>
<td><strong>Keynote lecture</strong>&lt;br&gt;Professor Roger D. Kamm</td>
<td>ROOM De Donato</td>
</tr>
<tr>
<td>14:10 - 14:30</td>
<td><strong>Sponsor Presentation 2</strong>&lt;br&gt;Beatrice Carasi, M.Eng - COMSOL</td>
<td></td>
</tr>
<tr>
<td>14:35 - 16:15</td>
<td><strong>BIO6</strong> – Lab-on-a-chip 6 &amp; Biomedical 1&lt;br&gt;<strong>MP7</strong> - Boiling 1&lt;br&gt;<strong>MP6</strong> - Modelling 1 &amp; Condensation 2</td>
<td></td>
</tr>
<tr>
<td>16:15 - 16:35</td>
<td>Coffee break</td>
<td></td>
</tr>
<tr>
<td>16:35 - 17:55</td>
<td><strong>BIO7</strong> - Biomedical 2&lt;br&gt;<strong>MP8</strong> - Boiling 2&lt;br&gt;<strong>SP6</strong> - Heat transfer 2</td>
<td></td>
</tr>
<tr>
<td>19:45</td>
<td>Conference dinner - Castello Sforzesco</td>
<td></td>
</tr>
</tbody>
</table>

**Day 3 - 14 Sept. 2016**

<table>
<thead>
<tr>
<th>Time</th>
<th>Event</th>
<th>Room</th>
</tr>
</thead>
<tbody>
<tr>
<td>08:30 - 09:00</td>
<td>Users Registrations</td>
<td></td>
</tr>
<tr>
<td>09:00 - 09:30</td>
<td><strong>Keynote lecture</strong>&lt;br&gt;Professor Carlotta Guiducci</td>
<td>ROOM De Donato</td>
</tr>
<tr>
<td>09:00 - 09:30</td>
<td>ROOM S.0.2</td>
<td>ROOM S.0.3</td>
</tr>
<tr>
<td>09:35 - 11:15</td>
<td><strong>BIO8</strong> - Complex flows &amp; suspensions in microsystems (Special Session)&lt;br&gt;<strong>MP9</strong> – Modelling 2&lt;br&gt;<strong>NNF1</strong> - Nanofluids 1</td>
<td></td>
</tr>
<tr>
<td>11:15 - 11:35</td>
<td>Coffee break</td>
<td></td>
</tr>
<tr>
<td>11:35 - 12:55</td>
<td><strong>BIO9</strong> - Lab-on-a-chip 7&lt;br&gt;<strong>MP10</strong> - Visualisation/experimental&lt;br&gt;<strong>NNF2</strong> - Nanofluids 2</td>
<td></td>
</tr>
<tr>
<td>12:55 - 13:40</td>
<td>Lunch break</td>
<td></td>
</tr>
<tr>
<td>13:40 - 14:10</td>
<td><strong>Keynote lecture</strong>&lt;br&gt;Professor Vladimir V. Kuznetsov</td>
<td>ROOM De Donato</td>
</tr>
<tr>
<td>14:15 - 15:55</td>
<td><strong>BIO10</strong> - Applications&lt;br&gt;<strong>MF11</strong> - Boiling 3&lt;br&gt;<strong>SP7</strong> - Heat transfer 3</td>
<td></td>
</tr>
<tr>
<td>16:00 - 16:10</td>
<td>Conference closure &amp; farewell</td>
<td></td>
</tr>
<tr>
<td>16:10</td>
<td>Farewell Coffee break</td>
<td></td>
</tr>
</tbody>
</table>
Day 0 – Sunday 11 Sept. 2016

18:00 – 21:00 Welcome reception and registration – (Room: Aula Magna)

Day 1 – Monday 12 Sept. 2016

7:45 – 9:00 Registration

9:15 Welcome addresses (Room De Donato)

Professor Marco Ricotti (Rector’s delegate for Research of Politecnico di Milano),
Professor Goeff Rodgers (Deputy Vice-Chancellor-Research-, Brunel University)
Professor Tassos Karayiannis (Chair)

9:50 Keynote lecture (Room De Donato):

Professor Srinivas Garimella “Convective condensation at small scales: Experimental and analytical advances”
Session Chair: Prof. F. Inzoli

10:20 Coffee break

10:50 – 12:30 BIO1 - Lab-on-a-chip 1 - Session Chair: Prof. S. Balabani

MICROFLUIDIC-ENABLED SCREENING OF KIDNEY ORGANOGENESIS
Mr. Nick Glass, Dr. Minoru Takasato, Ms. Pei Xuan Er, Prof. Melissa Little, Prof. Ernst Wolvetang, Prof. Justin Cooper-White

MICRO-SCALE ENGINEERED SCAR-LIKE TISSUES AS IN VITRO MODEL TO INVESTIGATE FIBROBLAST PROLIFERATION AND PHENOTYPE SWITCH TYPICAL OF A WOUND HEALING PROCESS
Ms. Chiara Conficconi, Ms. Marta Lemme, Dr. Paola Occhetta, Dr. Giulia Cerino, Ms. Roberta Visone, Mr. Emanuele Gaudiello, Dr. Marija Plodinec, Prof. Alberto Redaelli, Dr. Marco Rasponi, Dr. Anna Marsano

HIGH-THROUGHPUT PRE-CONCENTRATION FOR BACTERIA USING ACOUSTOFLUIDIC CHIP
Dr. Yan-yu Chen, Dr. Sha Xiong, Prof. Ai-Qun Liu

A MICROSCALE BIOMIMETIC PLATFORM FOR GENERATION AND ELECTRO-MECHANICAL STIMULATION OF 3D CARDIAC CONSTRUCTS
Ms. Roberta Visone, Dr. Paola Occhetta, Mr. Giuseppe Talo’, Dr. Matteo Moretti, Dr. Marco Rasponi
LAB-ON-A-CHIP MICROFLUIDIC PLATFORMS TO MONITOR THE SHEAR-INDUCED THROMBOTIC RISK IN BLOOD CONTACTING DEVICES
Ms. Annalisa Dimasi, Dr. Filippo Consolo, Dr. Marco Rasponi, Prof. Gianfranco B Fiore, Dr. Lorenzo Valerio, Dr. Federico Pappalardo, Prof. Danny Bluestein, Dr. Marvin J Slepian, Prof. Alberto Redaelli

10:50 – 12:50 MP1 - Liquid-liquid, droplets - Session Chair: Prof. R. Osellame Room S.0.3

SCALE-OUT OF LIQUID-LIQUID FLOWS IN SMALL CHANNELS
Mr. Eduardo Garciadiego Ortega, Dr. Dimitrios Tsaoulidis, Prof. Panagiota Angeli

VISCOOSITY INFLUENCE ON FLOW PATTERN MAP OF IMMISCIBLE LIQUID-LIQUID FLOW IN A T-SHAPED MICROCHANNEL
Ms. Anna Yagodnitsyna, Mr. Alexander Kovalev, Dr. Artur Bilsky

MEASUREMENTS OF MICRO-MUSHROOM PATTERNS IN A MAGNETIC MICROMIXER
Dr. Gökhan Ergin

ASPHALTENE AGGREGATION AND DEPOSITION IN TRANSPARENT T-SHAPED MICRO-CHANNEL
Dr. Afshin Goharzadeh, Mr. Yougong Zhuang, Dr. Yit Fatt Yap

PLUG FORMATION IN A MICROCHANNEL IN TWO-PHASE FLOWS WITH NON-NEWTONIAN LIQUIDS
Ms. Evangelia Roumppe, Dr. Maxime Chinaud, Prof. Panagiota Angeli

DYNAMIC MOTION OF DROPLETS ON SLIPPERY LUBRICANT-IMPREGNATED SURFACES WITH MICRO TEXTURES
Ms. Jingxian Zhang, Dr. Zhaohui Yao, Dr. Pengfei Hao, Dr. Bing Bao

10:50 – 12:30 SP1 – Experimental - Session Chair: Prof. D. Emerson Room S.0.4

THE EFFECT OF ASYMMETRY ON MICROMIXING IN CURVILINEAR MICROCHANNELS
Mr. Sarp Akgönül, Ms. Arzu Ozbey, Mr. Mehrdad Karimzadehkhouei, Prof. Ali Kosar

FLOW CONFIGURATIONS IN A Y SPLITTING-JUNCTION MICROCHANNEL
Prof. Giovanni Paolo Romano, Dr. Marco Pecorario,

WALL SHEAR STRESS MEASUREMENT IN MICRO-CHANNEL
Dr. Zhaohui Yao

EXPERIMENTAL INVESTIGATION OF SUPersonic TWO-DIMENSIONAL FREE MICROJETS
Dr. Vladimir Aniskin

VELOCITY MEASUREMENTS IN AN OMEGA-MICROMIXER USING STEREo-MICROPIV
Dr. Gökhan Ergin

12:50 Lunch break


14:05 Sponsor Presentation 1 (Room De Donato): Andrea Arensi M.Eng. (ANSYS) “CAE Simulation Platform for product development”
<table>
<thead>
<tr>
<th>Time</th>
<th>Session Title</th>
<th>Room</th>
<th>Presentation Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>14:30 – 16:10</td>
<td>BIO2 - Lab-on a-chip 2 - Session Chair: Prof. A. Redaelli</td>
<td>S.0.2</td>
<td>CHARACTERISATION OF MICROFLUIDIC SYSTEMS USING OPTICAL METHODS AT DYNAMIC FLOW RATES</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MR Joerg Schroeter, Mr. Lino Del Bianco, Dr. Christian Damiani, Prof. Stephan Klein, Prof. Bodo Nestler</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3D FEM DISSIPATION MODEL OF SUSPENDED MICRO CHANNEL RESONATORS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Ms. Annalisa De Pastina, Dr. Andrea Fani, Prof. Francois Gallaire, Prof. Luis Guillermo Villanueva</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>HIGH-THROUGHPUT MICROFLUIDIC PLATFORM FOR GUIDING MESENCHYMAL STROMAL CELL PERFUSED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>DR Paola Occhetta, Dr. Andrea Barbero, Dr. Marco Rasponi, Prof. Ivan Martin</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ON-CHIP MAGNETIC PLATFORM FOR SINGLE-PARTICLE MANIPULATION WITH INTEGRATED ELECTRICAL FEEDBACK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mr. Marco Monticelli, DR. Daniela Petti, Dr. Edoardo Albisetti, Prof. Riccardo Bertacco</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>DYNAMICS OF CELL-FREE LAYER FORMATION AFTER ARTERIORAL BIFURCATIONS AND ITS PHYSIOLOGICAL EFFECTS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MR Yan Cheng Ng, Dr Bumseok Namgung, Prof Sangho Kim</td>
</tr>
<tr>
<td>14:30 – 16:10</td>
<td>MP2 - Bubbles, droplet &amp; solids 1 - Session Chair: Prof. Y. Yan</td>
<td>S.0.3</td>
<td>INVESTIGATION OF ELASTICITY IN MICROMIXING OF LOW VISCOSITY EMULSIONS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Dr. Valentina Preziosi, Dr. Giovanna Tomaiuolo, Prof. Sergio Caserta, Prof. Stefano Guido</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MICROFLUIDIC CHARACTERISATION OF ULTRALOW INTERFACIAL TENSION DROPLETS BY THERMAL CAPILLARY WAVE ANALYSIS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>DR Guido Bolognesi, Mr. Yuki Saito, Dr. Arwen I. I. Tyler, Dr. Andrew D. Ward, Prof. Colin D. Bain, Dr. Oscar Ces</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>TRAINS OF PARTICLES IN FINITE-REYNOLDS-NUMBER MICRO SQUARE FLOW</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MR Yanfeng Gao, Mrs. Pascale Magaud, Prof. Lucien Baldas, Mrs. Christine Lafforgue, Mrs. Micheline Abbas, Prof. Stephane COLIN</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>A NOVEL CHIP DESIGN WITH SIDE-CHANNEL PRE-ALIGNMENT FOR PARTICLE SORTING</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>DR Sha Xiong, Prof. Ai-Qun Liu, Dr. Yan-yu Chen</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>EXPERIMENTAL ANALYSIS OF DROPLET FORMATION IN A MICRO CROSS-JUNCTION</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MR Behnam Rostami, Prof. Beatrice Pulvirenti, Mr. Giacomo Puccetti, Prof. Gian Luca Morini</td>
</tr>
<tr>
<td>14:30 – 16:10</td>
<td>SP2 – Modelling 1 - Session Chair: Dr. S. Lorenzani</td>
<td>S.0.4</td>
<td>MIXING THROUGH VORTEX SHEDDING IN A MICROFLUIDIC CHANNEL: A NUMERICAL SIMULATION STUDY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MR Nitin Mythreya, MR. Venkat Subba Rao, Dr. Aravinda Raghavan, Dr. Meenakshi Viswanathan</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PRESSURE DROP ANALYSIS IN A RECTANGULAR MICROCHANNEL WITH STAGGERED ARRANGEMENTS OF CYLINDRICAL MICRO PIN FINSS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MR Ali Mohammadi, Prof. Ali Kosar</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MODELLING ANALYSIS OF MASS TRANSPORT IN POLYMERIC ELECTROLYTE FUEL CELLS POROUS MEDIA WITH THE AID OF COMPUTATIONAL FLUID DYNAMICS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>DR Andrea Baricci, Dr. Riccardo Mereu, Mr. Mirko Messaggi, Dr. Matteo Zago, Prof. Fabio Inzoli, Prof. Andrea Casalegno</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NUMERICAL AND EXPERIMENTAL INVESTIGATION OF THE LEVITATION AND FLOW CREATED BY ULTRASONIC FIELDS IN NARROW GAPS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MR Marcus Schmidt, Mr Kai Saalbach, Prof Peter Reinke, Mr Tom Beckmann, Dr Jens Twiefel</td>
</tr>
</tbody>
</table>
ACCELERATING A MULTISCALE FLUIDIC MODEL WITH GAUSSIAN PROCESSES

Dr David Stephenson, Dr James Kermode, Prof Duncan Lockerby

16:10 Coffee break

16:30 – 17:50 BIO3 - Lab-on a-chip 3 - Session Chair: Prof. C. Koenig

Fluid Dynamic Modeling of a Size-Based Sorter Lab-on-Chip for the Inertial Trapping of Circulating Tumor Cells

Ms. Annalisa Volpe, Mr. Antonio Ancona, Prof. Giuseppe Pascazio

Micro-Chip for Single Cell Isolation with Laser-Induced Forward Transfer

Dr. Yu Deng, Prof. Zhongning Guo, Mr. Wensheng Hong, Mr. Wenhao Mai, Mr. Ruilin Zhang

Space-Time Chromatography of Mesoscopic Suspended Objects in Periodically Patterned Microfluidic Devices

Prof. Stefano Cerbelli, Prof. Massimiliano Giona

16:30 – 18:10 MP3 - Bubbles, droplet & solids 2 - Session Chair: Dr. F.G. Ergin

Light Actuated Micro Droplet Ejection for 3D Printing

Prof. Christophe Moser, Mr. Paul Delrot, Dr. Miguel Modesto, Prof. Demetria Psaltis

Role of Viscoelasticity in Droplet Formation Inside a Microfluidic T-Junction

Mr. Enrico Chiarello, Prof. Giampaolo Mistura, Dr. Matteo Pierno, Prof. Mauro Sbragaglia

Drop Motion Induced by Vertical Vibrations

Mr. Paolo Sartori, Ms. Silvia Varagnolo, Dr. Matteo Pierno, Prof. Giampaolo Mistura, Dr. Francesco Magaletti, Prof. Carlo Massimo Casciola

Acoustothermal Heating for Droplet Manipulation

Mr. Jinsoo Park, Mr. Jin Ho Jung, Mr. Byung Hang Ha, Mr. Ghulam Destgeer, Mr. Husnain Ahmed, Dr. Hyung Jin Sung

Two-Phase Flow in T – Junction Microchannels

Dr. Davide Caprini, Dr. Giorgia Sinibaldi, Dr. Mauro Chinappi, Prof. Luca Marino, Prof. Carlo Massimo Casciola

16:30 – 17:30 SP3 – Applications - Session Chair: Dr. P. Hao

Heat Transfer Optimization in Compact Air Heat Exchanger

Dr Tomasz Muszynski, Dr Slawomir Koziel

Fabrication of Nanoporous Membranes Through Silicon Templates: Two Different Approaches

Mr Stefano Varricchio, Dr Niccolò Piacentini, Dr Arnaud Bertsch, Prof Philippe Renaud

Magnetic Nanofluids Help Improve the Efficiency of Solar Thermal Collector

Prof Yuying Yan
Day 2 - 13 Sept. 2016

8:00 – 9:00 Registration

9:00 Keynote lecture (Room De Donato): Prof Gian Luca Morini “The challenge to measure single-phase convective heat transfer coefficients in microchannels”
Session Chair: Prof. A. Redaelli

9:35 – 10:55  BIO4 - Lab-on-a-chip 4 - Session Chair: Prof. C. Guiducci

<table>
<thead>
<tr>
<th>Time</th>
<th>Topic</th>
<th>Room</th>
<th>ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>9:35 – 10:55</td>
<td>FLOW AND MASS TRANSFER OPTIMIZATION IN A BIOTHERAPEUTIC PURIFICATION DEVICE BASED ON NANOFIBRE MATERIAL</td>
<td>S.0.2</td>
<td>166</td>
</tr>
<tr>
<td></td>
<td>Dr. Cesar Augusto Cortes Quiroz, Dr. Alice R. Mazzer, Dr. Iwan Roberts, Dr. Oliver Hardick, Dr. Daniel Bracewell</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>A MICROFLUIDIC DEVICE FOR STUDYING DRUG TRANSPORT THROUGH ENDOTHELIAL BLOOD BRAIN BARRIER CELLS MONOLAYERS</td>
<td></td>
<td>55</td>
</tr>
<tr>
<td></td>
<td>Mr. Giovanni Stefano Ugolini, Dr. Marco Rasponi, Prof. Alberto Redaelli</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AN INTEGRATED MICROFLUIDIC DIGITAL PCR SYSTEM FOR ALGINATE DROPLET FORMATION, EFFICIENT DIRECT PCR AMPLIFICATION AND IMAGING</td>
<td></td>
<td>178</td>
</tr>
<tr>
<td></td>
<td>Ms. Lijun Li, Dr. Linfen Yu, Dr. Tianzhun Wu</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>DESIGN AND PROCESS OPTIMIZATION IN MICROFLUIDIC DEVICES FOR DNA AMPLIFICATION</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mrs. Ioanna Kefala, Mr. Vasileios Papadopoulos, Mrs. Georgia Kaprou, Dr. George Kokkoris, Dr. Angeliki Tserepi</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

09:35 – 10:55  MP4 – Heat transfer - Session Chair: Dr. T. Muszynski

<table>
<thead>
<tr>
<th>Time</th>
<th>Topic</th>
<th>Room</th>
<th>ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>09:35 – 10:55</td>
<td>EXPERIMENTAL STUDY OF THE EFFECT OF AN ELECTRICAL FIELD ON A LIQUID VAPOR INTERFACE IN A NARROW CHANNEL</td>
<td>S.0.3</td>
<td>131</td>
</tr>
<tr>
<td></td>
<td>Mr. Baptiste Blaineau, Dr. Sébastien Dutour, Dr.Thierry Callegari, Dr. Pascal Lavieille, Dr. Marc Miscevic, Dr. Stéphane Blanco, Dr. Yves Bertin</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SIMULATIONS OF MICROSCALE WATER FLOWS IN A SQUARED LID CAVITY UNDER FREEZING CONDITIONS USING ENERGY</td>
<td></td>
<td>66</td>
</tr>
<tr>
<td></td>
<td>Dr. Toru Yamada, Dr. Erik Johansson, Prof. Jinliang Yuan, Dr. Shinji Tamano, Prof. Yohei Morinishi, Prof. Bengt Sunden</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>COMPARISON OF WORKING FLUID COMBINATIONS IN A MICROCHANNEL MEMBRANE ABSORBER</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Prof. Mercedes de Vega, Prof. María Venegas, Prof. Néstor García-Hernando</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>IMPROVEMENT OF THERMOSYPHON PERFORMANCE BY WALL WETTABILITY MODIFICATION</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Dr. Rafal Andrzeiczyk, Dr. Tomasz Muszynski</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

9:35 – 10:55  SP4 – Modelling 2 - Session Chair: Prof. G. L. Morini

<table>
<thead>
<tr>
<th>Time</th>
<th>Topic</th>
<th>Room</th>
<th>ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>9:35 – 10:55</td>
<td>INFLUENCE OF THE BOUNDARY CONDITIONS ON THE DAMPING FORCES EXERTED BY GAS MIXTURES IN HIGH-FREQUENCY MEMS DEVICES</td>
<td>S.0.4</td>
<td>58</td>
</tr>
<tr>
<td></td>
<td>Dr. Silvia Lorenzani</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NON-EQUILIBRIUM EFFECTS ON STEADY FLOW PAST A STATIONARY CIRCULAR MICRO-CYLINDER</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Dr. Xiaojun Gu, Prof. David Emerson</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ANALYSIS AND DESIGN OF A NEW MICROPUMP DOABLE WITH A SIMPLE MICRO-FABRICATION PROCESS</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Prof. Raffaele Ardito, Dr. Emanuele Bertarelli, Prof. Alberto Corigliano, Dr. Marco Ferrera</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
NON-EQUILIBRIUM DYNAMICS OF DENSE GAS UNDER TIGHT CONFINEMENT

Dr. Lei Wu

ID. 41

10:55 Coffee break

11:15 – 12:35  BIO5 - Lab-on-a-chip 5 - Session Chair: Prof. J. Cooper-White  Room S.0.2

MEASUREMENT OF MOLECULAR DIFFUSION IN THE VICINITY OF LIQUID-SOLID INTERFACE BY TOTAL INTERNAL REFLECTION RAMAN IMAGING

Mr. Masaharu Kinoshita, Mr. Tetsuro Tateishi, Dr. Reiko Kuriyama, Prof. Yohei Sato

ID. 194

HYDRODYNAMIC STRUCTURES TO IMPROVE CELL CAPTURING IN MICROCHANNELS

Dr. Elena Bianchi, Ms. Monica Piergiouvanni, Mr. Matteo De Gennaro, Dr. Simone Bersini, Ms. Mara Gilardi, Dr. Chiara Arrigoni, Ms. Junko Enomoto, Prof. Junji Fukuda, Dr. Alfonso Gautieri, Dr. Matteo Moretti, Prof. Gabriele Dubini

ID. 23

SIMULATION OF BIO-PARTICLE SEPARATION USING INERTIAL MICROFLUIDICS IN A SPIRAL MICROCHANNEL FOR BIOMEDICAL APPLICATIONS

Mr. Reza Rasooli, Mr. Onur Kaan Karaoglu, Dr. Barbaros Cetin

ID. 209

MAGNETIC ARTIFICIAL Cilia FABRICATED IN AN OUT-OF-CLEANROOM ROLL-PULLING PROCESS GENERATE SIGNIFICANT MICROFLUIDIC PUMPING

Dr. Ye Wang, Dr. Ruth Cardinaels, Prof. Patrick Anderson, Prof. Jaap den Toonder

ID. 11

11:15 – 12:55  MP5 – Condensation 1 - Session Chair: R. Andrzejkcz

NANO-PCMs FOR ENHANCED THERMAL ENERGY STORAGE APPLICATIONS

Dr. Laura Colla, Dr. Laura Fedele, Dr. Simone Mancin, Dr. Sergio Bobbo, Dr. Michela Arfé, Dr. Davide Ercole, Prof. Oronzio Manca

ID 163

STEADY STATE AND TRANSIENT NUMERICAL SIMULATIONS OF CONDENSATION IN SMALL DIAMETER CHANNELS

Mr. Paolo Toninelli, Dr. Stefano Bortolin, Mr. Marco Azzolin, Prof. Davide Del Col

ID 140

HIGH PRESSURE CONDENSING REFRIGERANT FLOWS THROUGH MICROCHANNELS PART 1: PRESSURE DROP MODELS

Dr. Brendon Keinath, Prof. Srinivas Garimella

ID 213

HIGH PRESSURE CONDENSING REFRIGERANT FLOWS THROUGH MICROCHANNELS PART 2: HEAT TRANSFER MODELS

Dr. Brendon Keinath, Prof. Srinivas Garimella

ID 214

PERFORMANCE OF SHELL-AND-TUBE CONDENSER WITH MINICHANNELS FOR THE MICRO DOMESTIC ORC

Dr. Jan Wajs, Prof. Dariusz Mikielewicz, Ms. Blanka Jakubowska

ID 104

11:15 – 12:55  SP5 - Modelling 3 & Heat Transfer 1 - Session Chair: Prof. R. Ardito  Room S.0.4

TRANSIENT DYNAMICS OF ELASTIC HELE-SHAW CELL DUE TO EXTERNAL FORCES WITH APPLICATION TO IMPACT MITIGATION

Mr. Arie Tulchinsky, Prof. Amir Gat

ID. 92

NUMERICAL MODELLING OF ELECTRO-OSMOTIC FLOW IN POROUS MICRO-CHANNELS

Ms. Simona Di Fraia, Prof. Nicola Massarotti, Prof. Perumal Nithiarasu

ID. 39

HEAT TRANSFER ENHANCEMENT IN COUNTER-FLOW-HEAT-EXCHANGER FOR USE IN MICROFABRICATED JOLLE-THOMSON CRYOCOOLER

Mr. Leonid Fraiman

ID. 21
## Structural Optimization of Microjet Array Cooling System

**Dr. Tomasz Muszynski**, Prof. Dariusz Mikielewicz

ID. 201

## Parametrization Study of the Thermally Driven Rarefied Flow Between Saw-Tooth Like Surfaces

**Mr Giorgos Tatsios**, Prof Dimitris Valougeorgis, Dr Jie Chen, Prof Lucien Baldas, Prof Stéphane Colin, Prof Stefan Stefanov

ID. 148

### 12:55 Lunch break

### 13:40 Keynote lecture (Room De Donato):

**Prof Roger D. Kamm** “Microfluidic Models of Metastatic Cancer”  
Session Chair: Prof. G. Dubini

### 14:10 Sponsor presentation 2 (Room De Donato):

**Beatrice Carasi** (COMSOL)  
“Modeling Microfluidic Devices in COMSOL Multiphysics”

### 14:35 – 16:15 BIO6 - Lab-on-a-chip 6 & Biomedical 1 - Session Chair: Dr. M. Rasponi  
Room S.O.2

**Development of “Evanescent Wave for a Chip” for Distribution Measurements of Physical Quantities in the Vicinity of Liquid-Solid Interface**  
**Mr. Atsuhisa Uchigasaki**, Ms. Maho Urushidani, Prof. Yohei Sato

**Active Micro-Mixer for Biomedical Applications**  
Dr. Simone Ferrari, Prof. Gabriele Dubini, **Prof. Luca CortelezzI**

**The Effect of RBC Stiffness on Microhemodynamics**  
**Mr. Andreas Passos**, Dr. Stavroula Balabani

**Characteristics of Red Blood Cell Perfusion in Microfluidic Models of Pulmonary Capillary Networks**  
**Mrs. Hagit Stauber**, Dr. Dan Waisman, Prof. Netanel Korin, Prof. Josue Sznitman

**Local Aggregation Characteristics of Microscale Blood Flows**  
**Dr. Efstathios Kaliviotis**, Dr. Stavroula Balabani, Dr. Joseph Sherwood

### 14:35 – 16:15 MP7 – Boiling 1 - Session Chair: Dr. S. Gedupudi  
Room S.0.3

**Dynamics of Droplets Evaporating on Structured Surfaces**  
Dr. Gail Duursma, **Dr. Coinneach Dover**, Mr. Nathan West, Dr. John Christy, Prof. Khellil Sefiane

**Transient Flow Boiling Local Heat Transfer in a Multi-Microchannel Evaporator under a Heat Flux Disturbance**  
**Mr. Houxue Huang**, Dr. Nicolas Lamaison, Prof. John Thome

**TEM Study on Phase Change in a Nano Liquid Cell**  
**Ms. Yoko Tomo**, Prof. Koji Takahashi, Dr. Takashi Nishiyama, Mr. Tatsuya Ikuta, Prof. Yasuyuki Takata

**Experimental Investigation of Thermal Performance of Aluminum-Grooved Micro Heat Pipes**  
**Mr. Hossein Alijani**, **Dr. Barbaros Cetin**, Prof. Zafer Dursunkaya

**Graphene Powder Processing for Water Solar Distillation Using Nanofluids**  
**Dr. Nadhira Laidani**, Dr. Francesca Marchetti, Dr. Hafeez Ullah, Prof. Marina Scarpa, Dr. Cecilia Maestri, Prof. Said Makhlouf, Dr. Gloria Gottardi, Dr. Ruben Bartali, Dr. Victor Micheli

ID 193

ID 223

ID 168

ID 32

ID 169

ID 179

ID 224

ID 199

ID 190

ID 235
16:35 – 16:15  MP6 - Modelling 1 & Condensation 2 - Session Chair: Prof. D. Del Col

Mass transfer characterization of chemical absorption of CO2 in microchannel absorbers
Mr. Ziqiang Yang, Dr. Tariq Saeed Khan, Dr. Mohamed Alshehhi, Dr. Yasser Al Wahedi

Nanostructured coatings for water/surface slip: A molecular dynamics approach
Dr. Srinivasa Ramisetti, Dr. Matthew Borg, Prof. Duncan Lockerby, Prof. Jason Reese

Growth and dewetting of condensation microdroplets on superhydrophobic surfaces with two-tier roughness
Dr. Pengfei Hao

R1234YF condensation inside a horizontal 3.4 mm ID microfin tube
Dr. Andrea Diani, Prof. Alberto Cavallini, Prof. Luisa Rossetto

Accurate and inexpensive thermal time-of-flight sensor for measuring refrigerant flow in minichannels
Ms. Allison Mahvi, Mr. Bachir El Fil, Prof. Srinivas Garimella

16:15 Coffee break

16:35 – 17:55  BIO7 - Biomedical 2 - Session Chair: Dr. E. Kaliviotis

In-vitro M-PIV in contracting lymphatic vessels
Dr. Konstantinos Margaris, Dr. Zhanna Nepiyushchikh, Prof. James Moore, Jr., Dr. Dave Zawieja, Dr. Richard Black

CFD model of mouse liver microcirculation based on a 3D reconstruction
Ms. Monica Piergiovanni, Dr. Elena Bianchi, Ms. Lucia Ganzer, Ms. Giada Capitani, Ms. Irene Li Piani, Prof. Matteo Iannacone, Prof. Luca G. Guidotti, Prof. Gabriele Dubini

µ-Particle image velocimetry and computational fluid dynamic study of cell seeding within a 3D porous scaffold
Dr. Ana Campos, Mr. Tommaso Grossi, Dr. Elena Bianchi, Prof. Gabriele Dubini, Prof. Damien Lacroix

Flow mixing and dispersion phenomena in lung-inspired microfluidic structures
Dr. Rami Fishler, Prof. Josue Sznitman

16:35 – 17:55  MP8 – Boiling 2 - Session Chair: Dr. A. MirzaGheitaghi

Investigation on the bubble cushion during contactless boiling in micro-evaporators
Dr. Cor Rops, Ms. Joy Huiberts, Mr. Giel Priems, Prof. Cees Geld

Transition from subcooled to saturated flow boiling on the basis of energy dissipation balance in minichannels
Prof. Dariusz Mikielewicz, Prof. Jaroslaw Mikielewicz

Pool boiling enhancement on nanostructured copper oxide surfaces prepared by wet chemical method with various hydrophilicity
Mr. Amir MirzaGheitaghi, Ms. Shahrzad Tabatabaei, Dr. Hamid Saffari
1-D MODELLING OF PRESSURE FLUCTUATION AND FLOW REVERSAL DURING FLOW BOILING IN A MICRO-CHANNEL WITH VAPOUR VENTING MEMBRANE

Mr. Ahmed Mohiuddin, Dr. Sateesh Gedupudi

16:35 – 17:55  SP6 - Heat transfer 2 - Session Chair: Prof. D. Emerson

EVALUATION OF HEAT LOSSES IN COUNTER FLOW MICRO HEAT EXCHANGERS
Mr. Anatoly Parahovnik, Dr. Nir Tzabar, Prof. Gilad Yossifon

HIGH PERFORMANCE TUBULAR HEAT EXCHANGER WITH MICROJET HEAT TRANSFER ENHANCEMENT
Dr. Jan Wajs, Prof. Dariusz Mikielwicz, Dr. Elzbieta Fornalik-Waj, Mr. Michal Bajor

HEAT TRANSFER ENHANCEMENT IN MICROJET HEAT EXCHANGER
Dr. Tomasz Muszynski, Dr. Rafal Andrzejczyk

ENHANCEMENT OF HEAT TRANSFER CHARACTERISTICS OF MICROCHANNEL HEAT SINK WITH MICRO-RIBS TO INDUCE LONGITUDINAL VORTICES
Prof. Yeong-Ley Tsay, Prof. Jen-chieh Cheng

Starting at 19:45 - Conference dinner (Castello Sforzesco)

Day 3 - 14 Sept. 2016

8:30 – 9:00  Registration

9:00 Keynote lecture (Room De Donato): Prof. Carlotta Guiducci “Advancements in electrical-based techniques on chip for single-cell level analytics”

Session Chair: Dr. E. Bianchi

09:35 – 11:15  BIO8 - Complex flows & suspensions in microsystems (Special Session) - Session Chair: Prof. R. D. Kamm

THE ROLE OF VON WILLEBRAND FACTOR AND PLATELET MARGINATION IN THEIR ADHESION
Mr Masoud Hoore, Dr Kathrin Müller, Dr Dmitry Fedosov, Prof Gerhard Gompper

ANALYZING A SINGLE DEFORMABLE CELL IN AN INCLINED CENTRIFUGE MICROSCOPE: A NUMERICAL STUDY
Mr Arash Alizad Banaei, Dr Jean-Christophe Loiseau, Prof Luca Brandt, Dr Suguru Miyauchi, Prof Toshiyuki Hayase

DEFORMABILITY AND SIZE BASED CAPSULE SORTING
Ms Doriane Vesperini, Ms Nadège Munier, Ms Pauline Maire, Dr Anne-virginie Salsac, Dr Anne Le Goff

HIGH-ACCURACY PARTICLE SIZING IN SHEATH LESS MICROFLUIDIC IMPEDANCE CYTOMETRY
Dr Federica Caselli, Prof Paolo Bisegna

STUDY OF THE PHASE SEPARATION EFFECT IN CAPILLARY-SIZE MICRO-CHANNELS
Mr Adlan Merlo, Dr Paul Duru, Dr Sylvie Lorthois
9:35–11:15 MP9 – Modelling 2 - Session Chair: Prof. P. Asinari

**CFD SIMULATION OF PRECIPITATION IN SOLVENT-DISPLACEMENT PROCESSES**
Mr Matteo Rizzotto, Mr Mattia Sponchini, Prof Davide Moscatelli, Prof Renato Rota, Prof Valentina Busini

**DETERMINING TRANSPORT PROPERTIES BY MOLECULAR DYNAMICS**
Dr Angelo Damone

**PRESSURE DROP MODELLING IN GAS CHANNELS OF POLYMER ELECTROLYTE FUEL CELLS**
Dr Zan Wu, Prof Matin Andersson, Prof Benqt Sunden

**HYBRID NUMERICAL SIMULATIONS OF DIGITAL ROCK FROM PORE SCALE TO DARIO SCALE**
Dr Moussa Tembely, Dr. Ali Alsumaiti, Dr Khursheed Rahimov, Dr Mohamed Soufiane Jouini

**SIMULATION OF R134A FLOW BOILING IN MICROCHANNELS**
Dr. Rahim Jafari

9:35 – 11:15 Nanofluids 1 - Session Chair: Dr. R. Mereu

**DIAMAGNETIC NANOFLUID BEHAVIOUR IN THE STRONG MAGNETIC FIELD**
Mrs Aleksandra Roszko, Dr Elzbieta Fornalik-Wajs, Prof Sasa Kenjeres

**NUMERICAL STUDY OF NATURAL CONVECTION FOR AL2O3 AND CuO NANOFLUIDS INSIDE DIFFERENT ENCLOSURES**
Dr Sahar Abbood, Dr Zan Wu, Prof Bengt Sunden

**DOES PARTICLE SIZE MATTER IN NANOFLUIDS’ THERMAL PROPERTIES?**
Dr Michael Frank, Prof Dimitris Drikakis

**A NOVEL DE-NOISING SCHEME FOR EFFECTIVE EXTRACTION OF ENSEMBLE SOLUTION FROM NANO/MICROFLUID SIMULATIONS**
Dr Malgorzata Zimon, Dr Robert Prosser, Prof David Emerson

**ATOMICALLY CONTROLLED ELECTROCHEMICAL REACTION FOR COST-EFFECTIVE AND HIGH-THROUGHPUT FABRICATION OF NANOPORES IN 2D MATERIALS**
Dr Gianpaolo Turri, Prof Aleksandra Radenovic, Dr Ke Liu

11:15 Coffee break

11:35 – 12:55 BIO9 – Lab on a chip 7 - Session Chair: Dr. P. Occhetta

**MICROFLUIDIC DEVICE FOR HIGH THROUGHPUT SPIM ON CHIP**
Dr Petra Paiè, Dr Francesca Bragheri, Prof Andrea Bassi, Dr Roberto Osellame

**INTEGRATED TEMPERATURE CONTROL SYSTEM FOR MICROFLUIDIC CULTURE OF NEMATODES**
Ms Maria Cristina Letizia, Mr Matteo Cornaglia, Prof Martin Gijs

**HIGHLY DEFORMABLE HYDROGEL NANOFILAMENTS IN POISEUILLE FLOW**
Ms Sylwia Pawłowska, Dr Filippo Pierini
THREAD-BASED MICROFLUIDICS: SPONTANEOUS CAPILLARY FLOW IN HOMOGENEOUS AND HETEROGENEOUS MICROFIBER BUNDLES
Prof Kenneth Brakke, Mr David Gosselin, Dr Erwin Berthier, Dr Jean Berthier

11:35 – 12:55
MP10 – Visualisation/Experimental - Session Chair: Prof. V. Kuznetsov
Room S.0.3

INFLUENCE OF THE SHAPE OF AN ORIFICE ENTRANCE ON THE FLOW PATTERN AND DROPLET DEFORMATION DURING HIGH-PRESSURE HOMOGENISATION
Ms. Ariane Bisten, Prof Heike P Schuchmann

ENERGETIC EFFICIENCY OF MIXING IN A MICRO-FLUIDIZED BED
Dr Vladimir Zivkovic, Ms Nadia Ridge, Prof Mark Biggs

NANOMANIPULATING AND SENSING SINGLE PARTICLES INTERACTIONS WITH COMBINED ATOMIC FORCE MICROSCOPY OPTICAL TWEEZERS (AFM/OT)
Dr Filippo Pierini, Mr Krzysztof Zembrzycki, Dr Pawel Nakielnski, Ms Sylwia Pawlowska, Prof Tomasz Aleksander Kowalewski

GOLD NANOPARTICLE SYNTHESIS IN GAS-LIQUID-LIQUID FLOW IN A MICROCHANNEL
Dr Nikolay Cherkasov, Prof Evgeny Rebrov

11:35 – 12:55
Nanofluids 2 - Session Chair: Prof. F. Inzoli
Room S.0.4

EFFECT OF INLET TEMPERATURE ON CONVECTIVE HEAT TRANSFER OF GAMMA-AL2O3/WATER NANOF uid IN MICROTUBE
Mr Mehrdad Karimzadehkhouei, Ms Arzu Ozbey, Mr Sarp Akgönül, Mr Ali Mohammadi, Dr Kursat Sendur, Prof M. Pinar Menguc, Prof Ali Kosar

COOLING PROCESS OF NANOFUID IN A CAVITY SUBMITTED TO NON-ISOTHERMAL HEATING
Dr Ismail Arroub, Prof Ahmed Bahlaoui, Prof Abdelghani Raji, Prof Mohamed Hasnaoui, Prof Mohamed Naïmi

CHARACTERISTICS OF FLUID FLOW AND HEAT TRANSFER OF NANOFUID FLOW IN MICROCHANNELS WITH MICROMIXERS
Prof Mohammad Hemmat Esfe, Prof Wei-Mon Yan, Mr Chung-Hao Kao

NANOFUID FLOW AND HEAT TRANSFER IN BOUNDARY LAYERS AT SMALL NANOPARTICLE VOLUME FRACTION
Prof Joseph Liu, Mr Mark Fuller, Ms Ling Ka Wu, Mr Alexander Czulak, Mr Alexander G. Kithes, Mr Collin J. Felten

12:55 Lunch break

13:40 Keynote lecture (Room De Donato): Prof. Vladimir V. Kuznetsov
“Fundamental Issues Related to Flow Boiling and Two-Phase Flow Patterns in Microchannels - Experimental Challenges and Opportunities”
Session Chair: Dr. R. Mereu

14:15 – 15:35
BIO10 – Applications - Session Chair: Dr. Y. Deng
Room S.0.2

SPONTANEOUS CAPILLARY FLOW LIMIT IN DIVERGING OPEN U-GROOVES AND SUSPENDED CHANNELS
Dr Jean Berthier, Prof Kenneth Brakke, Mr David Gosselin, Dr Fabrice Navarro, Dr Erwin Berthier

DYNAMIC MODELLING OF MICROFLUIDIC NETWORKS USING WAVE DIGITAL FILTERS
Dr Alberto Bernardini, Dr Elena Bianchi, Ms Monica Piergiovanni, Prof Augusto Sarti, Prof Gabriele Dubini

ELECTROOSMOTIC FLOW THROUGH AN A-HEMOLYSIN NANOPORE
Mrs Emma Letizia Bonome, Dr Fabio Cecconi, Dr Mauro Chinappi

INTERACTION EFFECTS OF MICRO/NANOPARTICLES ON TARGETED MAGNETIC-PARTICLE DELIVERY IN A BLOOD MICROVESSEL
Prof Huei Chu Weng, Mr Cheng-hung Cheng

14:15 – 15:55 MP11 – Boiling 3 - Session Chair: Prof. S. Garimella
1-D MODELLING OF THE INFLUENCE OF NUCLEATION FREQUENCY ON PRESSURE FLUCTUATIONS AND FLOW REVERSAL DURING FLOW BOILING IN RECTANGULAR MICRO-CHANNELS
Mr. Mahesh Kurup, Dr Sateesh Gedupudi

EVAPORATION AND BOILING IN NARROW GAP
Prof Mitsushiro Matsumoto, Mr Keita Ogawa, Mr Yuichi Yasumoto

EXPERIMENTAL INVESTIGATION OF FLUID FLOW AND HEAT TRANSFER OF FLOW BOILING IN MINICHANNELS AT HIGH REDUCED PRESSURE
Mr Alexander Belyaev, Prof. Alexey Dedov, Prof Alexander Komov, Prof Alexander Varava

PERFORMANCE OF A MICRO SCALE INTEGRATED THERMAL MANAGEMENT SYSTEM
Dr Mohamed Mahmoud, Prof Tassos Karayiannis

EFFECT OF NANOSTRUCTURE IN MICROPOROUS SURFACES ON POOL BOILING AUGMENTATION
Mr Amir  MirzaGheytaghi, Dr Hamid Saffari, Prof Guo Qi Zhang

14:15 – 15:35 SP7 - Heat transfer 3 - Session Chair: Prof. D. Mikielewicz
MEASUREMENT OF THERMAL TRANSPERSION FLOW THROUGH A MICROTUBE
Dr Jie Chen, Dr Marcos Rojas-Cardenas, Dr Lucien Baldas, Prof Stéphane Colin, Dr Christine Barrot

HEAT TRANSFER INTENSIFICATION IN VERTICAL SHELL -AND COIL HEAT EXCHANGERS; EXERGY AND NTU ANALYSIS
Dr Rafał Andrzejczyk, Dr Tomasz Muszynski

FLUID FLOW AND HEAT TRANSFER OF A NON-NEWTONIAN FLUID IN A MICRO -ANNULUS IN THE PRESENCE OF VISCOUS DISSIPATION
Prof Marco Lorenzini, Prof Irene Dapra, Prof Giambattista Scarpi

ELECTROCHEMICAL MODELLING AND SIMULATION OF LITHIUM-ION BATTERY COOLING
Dr Angelo Greco, Prof Xi Jiang

16:00 Conference closure & farewell (Room De Donato)
16:10 Farewell Coffee break
Prof. Roger D. Kamm

is the Cecil and Ida Green Distinguished Professor of Biological and Mechanical Engineering at MIT and Director of the NSF Science and Technology Center for Emergent Behaviors of Integrated Cellular Systems. A primary objective of Kamm’s research group has been the application of fundamental concepts in fluid and solid mechanics to better understand essential biological and physiological phenomena. His lab focuses on the molecular mechanisms of cellular force sensation, and the development of new microfluidic technologies for vascularized engineered tissues and models of metastatic cancer. Kamm is the recipient of numerous awards including the ASME Lissner Award and the Europen Society of Biomechanics Huiskes Medal. He was elected to be a member of the Institute of Medicine in 2010.

Prof. Pietro Asinari

received his B.S. and M.S. (summa cum laude) in Mechanical Engineering in 2001 and his Ph.D. in Energetics in 2005 from Politecnico di Torino. In 2005, he won the ENI Award. He is the Director of the Multi-Scale Modeling Laboratory - SMaLL - (www.polito.it/small) and Associate Professor of Applied Physics. He is member of the operational management board of the European Materials Modelling Council - EMMC - (http://emmc.info) and operational team manager of the working group on discrete modelling of materials. He is member of the International Scientific Committee of the International Conference for Mesoscopic Methods in Engineering and Science (ICMMEES) and member of the Editorial Board of the international journal Computation. He is the Principal Investigator of many projects on materials modeling (including THERMALSKIN and NANOBIDGE). Since 2002, he has (co-) authored over 70 publications (54 peer-reviewed articles, 34 as senior author) about multi-scale modelling in nanotechnology and biotechnology.
Prof. Jürgen J. Brandner

read Chemistry at the University of Heidelberg and Electrical Engineering at the University of Karlsruhe. In 2003 he obtained his Doctorate in Mechanical Engineering at the University of Karlsruhe, followed by his Habilitation in Process Engineering at the Technical University of Dresden in 2008. He is a scientist at the Karlsruhe Institute of Technology (KIT) since 1996 and is currently head of the Process Technology Department (PTE) of the Institute for Micro Process Engineering (IMVT). In 2009 the Technical University of Dresden bestowed him the Linde Award for the Best Habilitation Thesis. In both, 2014 and 2015 he was awarded the “NEULAND” Innovation Award by KIT. Jürgen’s research interest include miniaturization and process intensification, fluid flow at micro scale including heat and mass transfer, improvement of heat transfer, phase transition processes, integrated sensors and actuators, in-situ measurement methods, process development and transfer into application.

Prof. Vladimir V. Kuznetsov

is the Head of the Department of Thermophysics of Multiphase Systems at the Kutateladze Institute of Thermophysics of Siberian Branch of Russian Academy of Sciences, Russia since 2002. He is Professor of the Faculty of Physics of Novosibirsk State University since 1995. His work focuses on fundamental studies of thermal and fluid transport phenomena with phase change at microscales and nanoscales, gas-liquid flow and flow boiling heat transfer in micro/minichannels, explosive evaporation in microsystems, nanofluid flow in porous media, catalytic reactions in microscale. It covers the development of microcooling systems, compact evaporators and condensers, microreactors for hydrogen production. Prof. Kuznetsov received his Ph.D. in 1978 and the degree of Doctor of Science in 1995 at Kutateladze Institute of Thermophysics, Russia. He is the author of about 260 journal and conference publications and of two books related to modelling of microflow with phase change. He is a member of National Committee for Heat and Mass Transfer of the Russian Academy of Sciences and the editorial board for Journal of Engineering Thermophysics.
**Prof. Carlotta Guiducci**

joined EPFL in 2009 as an assistant professor with the Institute of Bioengineering and the Institute of Electrical Engineering, holding the swissUp foundation Chair. She received her Ph.D. degree in Electrical Engineering from University of Bologna. She was a visiting scientist at Minatech, Grenoble (France) and ParisTech (ESPCI). She is the recipient of the Intel Early Career Faculty Award for her contribution in the field of label-free biosensors and 3D integration of biochips. Her work on integrated microsystems for bioanalytics and an interview on the role of Semiconductors in personalized medicine have been featured in “IET Electronics Letters” in 2012. In 2013, she has been invited by Nature Methods to comment on the novel pH-based electronic solutions for quantitative PCR.

**Prof. Gian Luca Morini**
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Numerical And Experimental Study Of Microdrops Manipulation By Fluidic Oscillator Device
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Microdrops have been one of the most important branches in microfluidic science. Microfluidic oscillators were obtained from wall attachment microfluidic amplifiers using a feedback loop from the outputs to the control inputs [1], [2] have experimentally investigated the effects of the dimensions of the jet nozzle and feedback channel on the oscillatory frequency of water. In this work, we based on a feedback fluidic oscillator studied by [2], we perform numerical CFD study on the influence of hydrodynamics and physical parameters on the production of microdrops and its flow-separation, for that, we use the typical geometry, which includes double T-junction connected by a fluidic oscillator in order to produce simultaneous microdrops of oil on water. The generation of microdrops is computed by volume-of-fluid method (VOF). We investigated the microdrops frequencies as function of the difference of applied pressure ($\Delta P$) and interfacial tension, flow oscillations of microdrops were triggered by the Coanda effect on jet flow, physical analysis of simulation results is also presented. The computational results show that the difference of applied pressure ($\Delta P$) on T-junction and interfacial tension have a significant effect on the microdrops oscillatory frequency and its selection.
Facile Synthesis, Characterization, Magnetic Properties, Catalytic Activity and enhanced heat capacity of Some $\text{MFe}_2-x\text{Lu}_x\text{O}_4$ ($\text{M} = \text{Zn, Cu, Co and Lu} = \text{La, Ce}$) Nanostructures
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Lu$^{3+}$ doped $\text{MFe}_2\text{O}_4$ ($\text{M} = \text{Zn, Co and Lu} = \text{La, Ce}$) nanostructures were prepared by the two-step sol gel method in the presence of $\text{M(NO}_3\text{)_2}$, $\text{Fe(NO}_3\text{)_3\cdot9H}_2\text{O}$, and $\text{Lu(NO}_3\text{)_3}$ in an aqueous solution. Besides, the effects of different types of surfactants such as SDS, CTAB, PVA, oleic acid, and PVP on the morphology and particle size of final products were investigated. Furthermore, the effect of Lu$^{3+}$ dope on the magnetic properties of $\text{MFe}_2\text{O}_4$ nanostructures was investigated. VSM results demonstrated the dopant concentration play an important role on the magnetic properties of final products. The products were characterized by XRD, SEM, EDX, VSM, TEM, UV-visible, and EDS. Nano- $\text{LuMFe}_2\text{O}_4$ as an efficient and green catalyst has been used in a cycloaddition reaction for the preparation of tetrazoles. This method provides several advantages including easy work-up, excellent yields, short reaction times, recoverability of the catalyst, and little catalyst loading. Furthermore, Nano- $\text{LuMFe}_2\text{O}_4$ nanoparticles have been used for preparation of novel nano-enhanced phase change materials (NePCMs). Nano- $\text{LuMFe}_2\text{O}_4$ and paraffin were selected as nano material and phase change material (PCM), respectively. The results showed that the heat capacity of nano-enhanced phase change materials was increased by the doping of nano- $\text{LuMFe}_2\text{O}_4$.

Introduction: Ferrites, i.e., ferrimagnetic cubic spinels possess the combined properties of magnetic materials and insulators. The important structural, electrical and magnetic properties of these spinels, are responsible for their applications in various fields. The properties of ferrites are affected by the type of the substitution and different magnifications were taken.

Experimental

Heat capacity measurement: The specific heat of the samples was measured by sapphire method. For each sample an empty pan, the pan with the reference material, and the same pan with the sample material were subjected to the appropriate temperature cycles and the heat transfer was recorded by the instrument. Then the heat capacity can be calculated based on the true value of heat capacity of sapphire.

Results and Discussion

The XRD pattern of the $\text{MFe}_2\text{O}_4$ in presence of Lu$^{3+}$ doped were investigated. For example, the XRD pattern indicates the formation of pure orthorhombic phase of $\text{ZnFe}_2\text{LaO}_4$ nanostructures (JCPDS No. 88-0639), with the calculated cell parameter of $a = 5.5203$ Å, $b = 7.8142$ Å, and $c = 5.5390$ Å. The lattice parameter of pure $\text{ZnFe}_2\text{O}_4$ is found to be equal to 8.4465 Å which is in good accordance with the standard value of 8.4465Å (JCPDS No. 79-1150).

Energy dispersive X-ray microanalysis (EDX) technique used for the chemical characterization of nanostructures. All EDX spectrums show presence of appropriate elements with correct constant. FT-IR analysis was performed to identify the presence of certain functional groups in the nanostructures and confirm the purity of it. The diffused reflectance spectrum of the as-prepared nanostructures were investigated. The fundamental absorption edge in most semiconductors follows the exponential law. Using the absorption data the band gap was estimated by Tauc’s relationship.

Catalytic activity of $\text{LuMFe}_2\text{O}_4$ nanoparticles: Catalytic activity of $\text{LuMFe}_2\text{O}_4$ nanoparticles in cycloaddition reaction of nitriles with sodium azide for the synthesis of 5-substituted 1H-tetrazoles was investigated. In order to study the effect of catalyst particle size on the reaction parameters, synthesis reaction was carried out in identical conditions using $\text{LuMFe}_2\text{O}_4$ with several different average particle sizes. The results show that $\text{LuMFe}_2\text{O}_4$ nanoparticles could catalyze the $[2 + 3]$-cycl addition reaction of nitriles with sodium azide to form 5-substituted 1H-tetrazoles in DMF media. The other hand, our finding showed that the catalyst particle size has main effect on the reaction rate.

Enthalpy of Fusion and heat capacity of NePCMs: The DSC curves of pure paraffin and NePCMs with different volume fraction of nanoparticles was investigated. The results shows that the heat flow curves were changed by the doping of nanoparticles. The heat capacity of the pure paraffin and NePCMs was investigated. The results shows that the heat capacity of PCM was essentially increased by mixing $\text{LuMFe}_2\text{O}_4$ nanoparticles into paraffin.
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Depletion of natural resources combined with the extending footprint of mankind has led to a shift in importance of research and development topics. Emphasis is now focused on resource efficiency as a primary objective. This is directly connected to intensification of processes in terms of resource consumption, yield, selectivity and economic output. The European Roadmap of Process Intensification [1] identifies several measures, amongst which miniaturization is named to be a very promising one.

It is a well-known fact that minimization of heat and mass transfer resistances lead to tremendous increase in the related transport capacities. Thus, miniaturized devices will play a key role in future industrial applications and transport systems as well as in the re-design of existing processes that directly impact on the daily life of citizens, ranging from industrial technologies to personal equipment.

However, there are significant gaps in the fundamental knowledge-base for both mass and heat transfer processes in the micro scale. Current research is primarily focused on phase transition or multi-phase flows, with less attention paid to single-phase gas flows. Liquid flows in microscale are considered to be understood and well described.

Measurement systems with sufficiently high temporal and spatial resolution to clarify phenomena in micro scale are in many cases not available, and modelling of such processes is exceptionally challenging. Because of this, pre-calculation and design of miniaturized devices is often based on trial-and-error. Thus, very often it is not possible to predict whether a process really can gain advantages from miniaturized equipment or suffer by the disadvantages. In terms of industrial processes, this leads to the situation that application of miniaturized equipment is a risk very often not taken.

Almost all parts of technology are influenced by miniaturization concerns. At the moment, the highest visible impact is to see on information technology and electronics. Nowhere else is the need to miniaturize, compact and intensify processes as high as here, dealing with huge volumes and high flows of information. Other technological topics are naturally not so much influenced, e.g. architecture. However, even here impacts are to see, since the development of miniaturized LED light has opened new opportunities for architectural design. Another example for the use of miniaturized systems is not so prominent but the most common one: the exhaust gas catalyst system for combustion engines is based on mini- or microscale channels serving as catalytically active ducts for the combustion exhaust gases.

It has to be carefully decided for which application miniaturization is a real advantage, just transforms into a new technology without major advantages or disadvantages, or may be even reducing efficiency of processes. The presentation here will focus on applications of miniaturized devices in process engineering. Thus, considerations on heat transfer and mass transfer as well as some other technological aspects linked to these will be the primary content.

The basic principle behind intensification of thermal and chemical processes is the enhancement of transport processes by minimization of transport distances as well as reduction of transport resistances.

Therefore, it is not necessary to have always microstructures inside devices, it is also suitable to miniaturize and structure the fluid streams, bring them close together and take advantage from this. Heat transfer as well as mass transport are strongly promoted by the small distances, thus, heat transfer time as well as mixing time can reach millisecond or even microsecond range. Besides, in most cases miniaturization in process engineering is linked to modularization, which allows combine different functionalities more easily than with conventionally sized equipment. This leads to a unique situation: While combination of different tasks in macro scale equipment runs on the time scale (residence time in each device has to be kept according to the limitations of the device vessel to reach reasonable effects), the modular micro scale equipment can be combined on a local scale by separating single parts of the process to optimized miniaturized devices and combining them to form the complete process. The enhancement in heat and mass transfer is high, thus, optimum conditions can be reached much more easily than with conventional sized devices [2], [3]. However, there are some major issues to be taken into account, which in many cases prevent the application of microscale devices to processes. Amongst those is the unknown long-term behavior, but also problems with fouling, cleaning and overall efficiency, taking heat transfer, mass transfer and pressure losses into account.
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Over the past 10 years, our ability to realistically model the critical biological steps in disease have dramatically improved, due in large part to the advances in microfluidic technologies. In particular, the capabilities to create realistic 3D microenvironments, including microvascular perfusion, have led to in vitro models for disease that offer considerable advantages over in vivo experiments. In this talk, I will present some recent advances in modeling the successive stages of metastatic cancer, especially in the context of immunotherapies and organ-specific models of metastasis.

1 Setting the Stage
Cancer metastasis progresses through a cascade of events, beginning with the separation of tumor cells from the primary tumor into the surrounding tissue where they experience changes in matrix stiffness, interstitial flows, and biochemical signaling, all of which influence their ability to migrate away from the tumor, either individually or in clusters. In order to create a secondary tumor in a remote organ, the cells need to gain access to the circulatory system, which they do either via the lymphatics or by direct intravasation into a small local blood vessel. There, they are convected by the blood flow first to the lung, and subsequently to other the organs of the body. Due to their size, tumor cells become lodged in the smallest capillaries, where they can either become activated to escape into the surrounding tissue, grossly deform in order to pass through, or succumb to the actions of blood shear stress or interactions with other circulating cells in the blood. Escape from the vasculature poses a challenge due to the tight junctions of the vascular wall. Cancer cells escape, however, by extravasating: sending projections between neighboring endothelial cells, adhering to the subendothelial matrix, and pulling themselves through by acto-myosin contractions. Once in the local tissue, they then can revert to a non-migratory phenotype, begin to proliferate and establish a secondary tumor.

2 The Role of Microfluidics
Historically, cancer metastasis been studied primarily in animal models, due to the critical need for multiple cell types, the essential role of the vasculature, and the 3D nature of the tissues involved in each stage. Microfluidic technologies can effectively be brought to bear in this situation, however, and their application has led to a variety of models that incorporate many of these key features, either singly or in combination. Subsequently, this work has begun to provide new insights into disease progression. Included among these are models of:
(1) Dispersion of cells from a primary tumor, either in empty matrix or in the presence of macrophages [1].
(2) Migration through matrix under the influence of interstitial flow [2].
(3) Migration through ECM in the presence of macrophages [3].
(4) Intravasation from tissue across an intact endothelium [4].
(5) Adhesion to an endothelial monolayer under shear flow conditions [5].
(6) Extravasation across an intact monolayer either into empty matrix or cell-seeded matrix to mimic a particular organ [6].

3 Organ-Specific Models
It is well-known that specific tumors have a propensity to metastasize to particular organs, yet the causes for this are virtually unknown. Our group has begun to probe this issue by seeding organ-specific cells into matrix. For example, we find that breast cancer calls home preferentially to matrix containing MSC-derived osteoblasts over a muscle-mimicking tissue containing a myoblast cell line. We further demonstrated that one of the factors responsible for the low rates of extravasation to muscle is adenosine, which binds to the A3 adenosine receptor on the breast cancer cells.

4 Models of Immunotherapy
Tremendous interest has developed in the use of the body’s own immune system to treat cancer, both primary and metastatic, yet these treatments tend not to be universally effective, and current methods to identify the responsive subpopulation have met with only limited success. Microfluidic models may be useful in identifying the response of a particular patient by introducing patient-derived samples taken from biopsy into a device and using this to screen for effective therapies. Alternatively, microfluidic models can be used to better understand the role of engineered immune cells such at T-cells or NK-cells, and to test for their efficacy in 3D, organ-specific environments, using microfluidics to recapitulate aspects of the in vivo condition.
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Magnetic Artificial Cilia Fabricated in an Out-of-Cleanroom Roll-Pulling Process Generate Significant Microfluidic Pumping
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In recent years, a novel class of bio-inspired micro-actuators known as artificial cilia (ArtC) has drawn a lot of interest because of their potential applications in microfluidics. They can be made to respond to various stimuli, such as electric field, light and magnetic field, and some of them have been shown to produce effective fluid pumping and mixing.[1] However, the fabrication techniques adopted in making those functional artificial cilia involve either microfabrication techniques under cleanroom conditions, or using expensive sacrificial materials as moulds. As a result, effective but expensive prototypes were made and they have little prospect to be used in commercial applications. Previously we have reported two techniques to produce ArtC in out-of-cleanroom settings.[2, 3] However the methods are not suitable for large scale production. Here we report a novel out-of-cleanroom fabrication method, which produces magnetic ArtC in a continuous manner without cleanroom requirement. The resulting ArtC can be used for generating microfluidic pumping with external magnetic actuation.

An in-house-developed rolling setup was used to fabricate artificial cilia (Fig. 1a). The setup features a synchronized movement and an adjustable gap between the aluminum roll and the substrate holder. A poly(dimethylsiloxane) (PDMS) film with micropillars (Fig. 1b) is attached to the roll. A substrate covered by a 200 μm thick liquid PDMS based precursor film containing iron particles travels beneath the roll and filaments are pulled out by the micropillars. These filaments reach a certain critical length before breaking, creating ArtC on the substrate. Silica nanoparticles and a polyethylene oxide/PDMS block copolymer were added into the precursor to give the mixture a yield stress, which is crucial for the formed artificial cilia to resist collapsing after their formation, and they make the process more robust as the curing of the ArtC can be delayed. A pair of vertically aligned electromagnetic poles is fixed above and below the moving parts to provide a magnetic field during fabrication for the vertical alignment of the ArtC. As a result, cone shaped slender artificial cilia with a length of about 300 μm and an aspect ratio of about 10 were created (Fig. 1c).

We integrated the ArtC into a recirculation microfluidic chip made of PDMS to characterise their flow generation capacity. A rotating magnet was placed underneath the cilia with its rotation axis at an offset with respect to the centre of the cilia chamber. This way, a time-dependent magnetic field was generated that actuated the cilia to perform a tilted conical motion, which generates a net fluid flow in the chip. The flow speed was then characterised by tracking freely buoyant particles in the fluid. As shown in Fig. 1d, at an actuation frequency of 20 Hz, a flow speed over 120 μm/s was created in the flow chip.
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Figure 1 (a) Schematic of the roll-pulling setup; (b) liquid filaments being pulled out from the precursor film by micropillars, captured by high speed imaging; (c) micrograph of the resulting artificial cilia; (d) flow speed generated by artificial cilia in a microfluidic device actuated using a rotating external magnetic field.
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The design, commissioning and thermal performance of an integrated small scale cooling system incorporating a micro-channel evaporator and condenser are presented in this paper. Existing models and correlations predicting the thermo-fluid performance of the evaporator and condenser were first reviewed. The final correlations used in the design of the micro heat exchangers and their limitations will be discussed in the paper. The new facility can test flow boiling and condensation in micro-channels as well as overall system performance. The evaporator and condenser were instrumented to allow their performance to be recorded (and hence later optimised) prior to investigating the overall system performance. The evaporator consisted of 50 rectangular channels 0.3 mm wide, 1.0 mm high and 0.1 mm in fin thickness. It was made of oxygen free copper by CNC machining with overall dimensions of 51×26 mm of which 25×20 mm is a heated footprint area. The evaporator was designed with a semi-circular inlet and outlet manifolds with a transparent top cover for flow visualization. The condenser was made of oxygen free copper by CNC machining and consisted of 90 rectangular channels of 0.4 mm wide, 1 mm high, 0.1 mm separating wall thickness, 160 mm long and 45 mm wide. The inlet and outlet manifolds were also semi-circular. A wide range of heat and mass fluxes was examined. Flow patterns, flow instability, heat transfer and pressure drop results will be presented and discussed. The overall system performance will also be presented. Subsequently, the manifolds were re-designed to assess the effect of inlet and outlet manifold design on flow reversal and instability.
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CO$_2$ absorption using amine solution can be significantly enhanced in micro reactors that offer high surface area per unit volume. In this work, chemical absorption of 10v% CO$_2$ mixed with N$_2$ into 20w% diethanolamine in water was investigated in a microchannel with circular cross-section. Absorption efficiency, mass transfer coefficient and CO$_2$ loading were studied here by varying the phase super velocity, channel length, diameter and temperature. The experimental results showed that liquid side volumetric mass transfer coefficient increased with gas and liquid phase super velocity in slug flow regime and achieved its maximum value in the slug-annular flow and churn flow regime. An empirical correlation of CO$_2$ loading was proposed based on the Reynolds number, configuration of microchannel and the temperature. The predicted values of CO$_2$ loading agreed well with the experimental data. The values of mass transfer coefficient in this study are multiple orders of magnitude higher than those in conventional gas-liquid absorption system.
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Volumetric solar receivers are showing promising efficiencies as compared to traditional collectors. Many colloidal nano-suspensions (nanofluids) with enhanced optical and thermal transport properties have been investigated to directly absorb the solar radiation. However, a rational design of nanofluids for solar applications is still missing due to their multiscale nature. Here, a multiscale Coarse-Grained (CG) approach applied to nanofluids for volumetric solar receivers is introduced. By means of molecular dynamics simulations, the pair Potential of Mean Forces (pPMF) between nanoparticles is evaluated. As an exemplificative case, a couple of uncharged, alumina nanoparticles in water is considered. These results are the first steps to implement the CG force field and thus multiscale model for solar nanofluids, which may facilitate the translation of nanofluid technology from lab- to large-scale industrial production.

1 Introduction

An alternative concept for solar thermal collectors is the volumetric solar receiver, which is based on nanofluids directly absorbing the incident radiation [1]. The addition of nanoparticles to traditional fluids can drastically enhance their optical properties and improve their thermophysical performances, leading to highly efficient volumetric solar receivers. However, the multiscale nature of nanofluids makes difficult to relating nanoscale characteristics with resulting macroscopic properties. In particular, the complex mechanism of nanoparticle clustering is one of the main responsible of nanofluids stability and thus effective properties. Due to the nanoscale effects involved in nanofluids, multiscale simulation methods are needed to guide their rational design. The Coarse-Grained (CG) approach is a modelling technique able to bridge Molecular Dynamics (MD) simulations from atomistic scale to mesoscale [2]. The basic idea of coarse graining is to combine several atoms into homogeneous groups (CG beads), which interact each other by means of bonded and non-bonded interaction potentials. Here, a suitable bottom-up CG model for nanofluids is employed for directly evaluating the pPMF from MD simulations. In particular, a couple of alumina nanoparticles solvated in water is chosen as an exemplificative building block for nanofluids with solar applications.

2 Methods and Results

To evaluate the pPMF between suspended $\alpha = \text{Al}_2\text{O}_3$ nanoparticles (NPs) in water, MD simulations are carried out. The following steps describe the adopted protocol (“pulling procedure”).

First, the atomistic model of each $\alpha = \text{Al}_2\text{O}_3$ NP is prepared by defining the particle geometry and atomistic force field. Specifically, 2 nm alumina spheres are hydrogenated by adding OH terminal groups on the surface. All bonds, angles and dihedral within the NP core are modeled with a harmonic potential; instead, Lennard-Jones and Coulomb potentials are imposed for mimicking non-bonded interactions. The CLAYFF force field is adopted to distributing partial charges on the NP surface, which is neutral overall [3].

Second, two alumina nanoparticles are considered. The NPs couple is placed in a water box (22x8x8 nm) and, after energy minimization, the whole system is equilibrated at $T=300$ K and $p=1$ bar. In the first configuration, the distance between NPs center of mass (com) is set to 2 nm. Then, by restraining one particle while pulling the second one along a reaction coordinate $r$, a series of configurations is generated. Each configuration, which corresponds to a precise separation distance between the NPs, is taken into account for an independent 2 ns MD simulation.

Third, the pPMF is calculated by numerically integrating the interacting forces between the NPs. Results show that the minimum energy between NPs is achieved at the shortest com distance. The MD results are then compared with the DLVO theory [4]. Since we are dealing with uncharged nanoparticles, only the attractive contribution of the DLVO model is considered.

3 Conclusions

Flocculation in colloidal systems is one of the most critical aspects in the use of nanofluids for volumetric solar receivers. Here, the pair Potential of Mean Forces between two alumina nanoparticles in water is evaluated by means of MD simulations. The results show and confirm the adhesion energy between particles. The reason of such attractive interaction is mainly attributed to the London-Van der Waals forces. However, the attractive Coulomb contribution between OH groups on NPs surface should be also considered.

A complete CG model able to study nanoparticle clustering is defined by including the effects of water adsorbed at solid-liquid interface [5], nanoparticle surface charge and solution pH.
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Convective heat transfer in a microchannel is a very effective method for the thermal control micro electronic device because of the high surface area to volume ratio of these channels. Therefore, the ability to remove heat from the high heat flux region becomes an important factor in designing microsystem. A very different application of nanofluids could be in modern medicine, where for example nanodrugs are mixed in microchannels for controlled delivery with bio-MEMS. In such application, rapid completely mixing of fluid is required. Microchannel flows, due to very low flow rate, are characterized by very low Reynolds number. Owing to the predominantly laminar flow, it is difficult to achieve effective mixing fluids. If the mixing is obtained primarily by a diffusion mechanism, then fast mixing becomes impossible. Hence, microfluidic mixing is a very challenging problem because it requires fast and efficient mixing of low diffusivity fluids.

The schematic of geometry considered in this work is shown in Fig. 1. The microchannel consists of two plates with the distance of $L$ and the length of $S$ ($=13L$). Four baffles with heights of $e_1$, $e_2$, $e_3$ and $e_4$, respectively, are placed inside the channel. The distance of baffles from the beginning of the channel are shown in Fig. 1. The baffles are assumed adiabatic with zero thickness in the numerical simulation. The steady, laminar flow of nanofluid, enters the microchannel with uniform velocity $u_0$ and temperature $T_0$. The microchannel is kept at constant wall temperature $T_w$.

The governing equations with the associated boundary conditions are numerically solved using the finite volume method. The thermophysical properties such as thermal conductivity and viscosity are solved concurrently with flow, temperature in whole solution domain. On the control face of the nanofluid these properties are averaged linearly using the calculated values on the grids. To ensure the accuracy as well as the consistency of numerical results, several grids have been submitted to an extensive testing procedure for each of the cases considered.

The effects of Reynolds numbers $Re_f$ and nanoparticle volume fraction $\phi$ in a microchannel with baffles on flow patterns are showed in Fig. 2. It is clear in Fig. 2 that there is a recirculation zone downstream of baffles. The recirculation zone increases with Reynolds number $Re_f$ and decreases with nanoparticle volume fraction $\phi$. For a given $Re_f$, the viscosity of nanofluid increases with increasing the nanoparticle volume fraction and the size of recirculation zone decreases.

In this work, the characteristics of heat transfer and fluid flow of Al$_2$O$_3$ /water nanofluid in two dimensional parallel plate microchannel with four micromixers have been numerically studied for nanoparticle volume fractions of $\phi = 0$, $\phi = 0.04$ and base fluid Reynolds numbers of $Re_f = 5$, 20, and 50. The effects of baffle distances and baffle heights were investigated in details. Results show that there is a recirculation zone downstream of the baffles. The size of this zone increases with Reynolds number and decreases with nanoparticles volume fraction. It is observed that the influence of nanoparticle volume fraction on vortex size is weaker at low Reynolds numbers. Additionally, the presence of baffles would affect the local heat transfer and wall shear stress distributions. The influence increases with increasing the Reynolds number and number of baffles.
Onset of convection in a porous medium layer saturated with a nanofluid using Walters B fluid
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Abstract
The onset of nanofluid convection in a Walters B fluid saturated horizontal porous layer is studied with thermal conductivity and viscosity dependent on the nanoparticle volume fraction. Nanofluid incorporates the effects of Brownian motion along with thermophoresis and a Darcy model has been used for the porous medium. The nanofluid is assumed to be diluted and this enables the porous medium to be treated as a weakly heterogeneous medium with variation in the vertical direction of conductivity and viscosity. In addition the thermal energy equation includes regular diffusion and cross diffusion terms. A normal mode technique has been used for the linear stability analysis, while for nonlinear analysis, a minimal representation of the truncated Fourier series representation involving only two terms has been used. The effects of various governing parameters such as the concentration Rayleigh number, Lewis number, modified diffusivity ratio, Soret and Dufour parameters, Solutal Rayleigh number, elastic parameter, modified Prandtl number, viscosity ratio and conductivity ratio on the stationary and oscillatory convections are presented graphically. For steady finite amplitude motions, the heat and mass transport is also brought out. We also study the effect of time on transient Nusselt number and Sherwood number which is found to be oscillatory when time is small. However, when time becomes very large, the transient Nusselt and transient Sherwood values approaches to their steady state values.
Heat transfer enhancement in counter-flow-heat-exchanger for use in microfabricated Joule-Thomson cryocooler
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This study presents heat transfer enhancement in micro fabricated counter flow heat exchanger (Fig. 1), using nitrogen gas as working fluid. The heat exchanger is designed to be part of a Joule Thomson cryocooler [1]. Cylindrical pillars, for constructional strength enhancement, were integrated within the rectangular microchannels at both high and low pressure and temperature streams. Heat exchanger performance were predicted by spreadsheet calculations (Fig. 2) using empirical correlations for heat transfer coefficient by Metzger [2] and pressure drop by Jacob [3]. Geometry optimization of microchannel height and pillar diameter was made to minimize pressure drop (Fig. 3) and maximize heat transfer (Fig.4). Pressure losses are very important since pressure defines temperature at saturation state, for cryocooler usage. Special attention was given to scaling [4] and axial conduction [5] effects. In addition to the heat transfer problem a parametric study was conducted to examine the structural strength of the device. Optimal heat exchangers will be then fabricated and experimentally tested with their performance compared against the computation predictions.
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Fig 1 – A periodic slice of the simulated counter flow heat exchanger.

Fig 2 – Temperature distribution along HE length.

Fig 3 – Pressure [psi] drop characteristic map, as a function of low pressure stream channel geometry.

Fig 4 – Heat transfer coefficient [Wm⁻²K⁻¹] characteristic map, as a function of channel geometry.
The investigated geometries differ in angles (60° – 90°), step and specific width of the cavities. Streamlines and particles tracking analyses (12 μm Φ, rigid spheres,) were useful to understand how much each geometrical and flow parameters are able to tune the mixing and to induce the cells to get repetitively in contact with coated surface. Selected geometries are ready to be fabricated by soft lithography in order to evaluate their performance in increasing selective capturing of cells on a target surface where a specific aptamer will be immobilized.

3. Results

CFD models allows for the evaluation of the efficacy of singular geometries in fluid recirculation and in inducing fluid/particles to get in touch with the coated surface (Fig.2). Is then possible the estimation of the number of consecutive channel units necessary to obtain a set degree of fluid recirculation (>90% of streamlines passed at a distance < 5 μm from the surface), able to capture the majority of the rare target cells contained in the cellular sample. Experimental investigations will evaluate the efficacy of patterned channels in capturing target cells with respect to rectangular section microchannels.
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The understanding of underlying physics of the ADF phenomenon is useful for many applications, including nanoparticle synthesis with different concentrations, hydrogel bead generation, and cell transplantation in biomedical therapy. In this study, the droplet formation in microfluidic double-T-junction is investigated numerically, based on volume of fluid method. The effects of capillary number, volume fraction, and viscosity ratio on the droplet formation characteristics are considered. Based on an extensive numerical result, parametric condition for having the preferred alternating droplet formation (ADF) regime is explored, and physical reason responsible for ADF formation is suggested. The numerical results indicate that the ADF is shifted toward lower capillary numbers when the channel width ratio is less than unity. The alternating droplet size is shown to increase with the increase of channel width ratio. The droplet formation in MFDTD depends significantly on the viscosity ratio, and the droplet size in ADF decreases with the increase of the viscosity ratio.
Nanomanipulating and sensing single particles interactions with combined atomic force microscopy optical tweezers (AFM/OT)
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Materials containing suspended micro- or nanoparticles serve a wide variety of purposes and they are used in several applications. In all the colloid system applications it is necessary to maintain the particles well dispersed and to avoid the formation of aggregates. It is for this reason that it is absolutely necessary to know the particle-particle interaction forces at the nanoscale. The equilibrium state and the hydrodynamic properties of colloid systems in aqueous medium are affected by several environmental parameters. The addition of salt influences stability of colloids [1]. An explanation for this fact was given by the Derjaguin-Landau-Verwey-Overbeek (DLVO) theory, describing the surface charges at interfaces. This theory assumes that the interaction force between two particles is due to the sum of the electrostatic double-layer repulsion and the van der Waals attraction [2].

In order to study the effects of surrounding liquid properties on the stability of single particles from a new point of view, we have designed, developed and calibrated a combined atomic force microscopy/optical tweezers apparatus (Figure 1) [3]. This high resolution imaging instrument is capable to confine micro- and nanomaterial and to quantify force in the femtonewton scale. Moreover, one of the most interesting applications of the proposed apparatus is to use optical tweezers in order to manipulate single objects (e.g. nanomaterials and cells). The main achievement of the optical trapping nanomanipulation is to develop a selective nanomaterials sorting process with the aim to purify samples and to study the properties of single selected nano-objects. Nanomanipulation can also be useful to organize, assemble and locate complex hierarchical structures composed through optical tweezers manipulation.

In the first experiment, the AFM/OT system (Figure 2) was used to isolate a 1.0 μm polystyrene particles into a microfluidic well using the dragging force of the trapping laser. Subsequently, a custom-made AFM colloidal probe cantilever in which a single fluorescent 5.5 μm particle was glued to the end of a tip-less AFM cantilever was used to quantify the interaction force between two polystyrene particles. The experiment was carried out by approaching the trapped particle with the AFM particle probe at a constant velocity (200 nm/s) in pure water and recording the optical tweezers output signals with the resolution of ±100 fN. The same experiment was repeated in 10⁻⁵ M and 10⁻³ M KCl solutions in that order. The obtained data (Figure 3) confirm that the behavior of colloidal systems observed experimentally agrees with the theoretical predictions. In pure water, long range attraction is clearly measured, whereas small short range repulsions are still not strong enough to overcome the attractive component in the analyzed range.
A completely different behavior is observed in presence of KCl, where no final attractive forces act in the analyzed range, while repulsive forces that grow exponentially with decreasing particle-particle distance are visible. In all the studied systems, no interaction forces between the polystyrene particles could be observed at distances exceeding 450 nm.

Another experiment was carried out in order to create a multi-particles structure, allowed us to prove the AFM/OT instrument capability of acting as a nanomanipulator and to scan the produced structure with the AFM probe at the same time, generating a high resolution image of the manipulated sample. In this case, the trapping laser was used as a high precision nanomanipulator while the AFM cantilever guarantees the capability to visualize the treated sample zone with high resolution. Five polystyrene particles were maneuvered and isolated from the colloidal system, then the selected particles were individually confined in a clean water microfluidic well and dragged to the glassy bottom of the channel in order to form a perfectly aligned straight line structure. The force exerted by the trapping laser is strong enough to push the particles to the glass wall and the adhesion effects allow to immobilize the particles to the substrate. The AFM/OT system was used to collect AFM topographies of the area selected for conducting the experiment before and after the particle deposition (Figure 4) as well as the surface of the single dragged particles.

This experiment allows to study the surface properties of the particles and substrates taking into consideration one single particle–surface interaction and to study such single events to characterize locally the studied materials. Concluding, the obtained experimental results confirm the applicability of our combined system to study single particles interaction forces. It is shown that the polystyrene particles colloid systems are more stable in a $10^{-3}$ M KCl solution, than a $10^{-5}$ M KCl solution and that is, in turn, more stable than the same system in water. Furthermore, we have proved the instrument capability to manipulate single polystyrene particles and simultaneously study the sample surface properties by using the hybrid double probe AFM/OT system.
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Abstract A continuum description of the leading edge region of boundary layers in a nanofluid is performed, where heat transfer enhancement is known experimentally to be enhanced. Expansions are performed for small nanoparticle volume fraction in a perturbation theory. Thermophysical properties from mixture theory (mix) are used to compare theoretical results for a zero volume flux, solid wall with that of experiments (for alumina, in entrance region of micro channels or tubes). The theory underestimates the experimental enhancement, one possibility if due to the (mix) properties used. We then turn to using results from prevailing molecular dynamics (MD) calculation of thermophysical properties, which is available only for gold nanoparticles and compare with results from (mix) thermophysical properties for the same gold nanoparticles (for which experiments are not available). It is found that (mix) properties drastically underestimates heat transfer enhancement, while the shear stress enhanced and hence necessary increase in pumping power, is considerably larger than the realizable heat transfer. The (MD) properties gave comparable shear stress and heat transfer enhancement, while both are at much larger magnitudes compared to the (mix) results. It would be interesting to perform experiments for gold-nanofluids as well as broaden molecular dynamics computations of thermophysical properties of many other useful nanofluids.

1. Introduction

Continuum description of nanofluids [1], following the formalisms of Bird, et al. [2] is applied to the Rayleigh-Stokes approximation of developing boundary layers [3] in an attempt to explain the high heat transfer enhancement observed [4],[5] in the entrance region of tubes and channels at small nanoparticle volume fraction. The present paper considers the full boundary layer problem accompanied by the perturbation procedure for small volume fraction. The zeroth order problem is the known Blasius and Pohlhausen momentum and thermal energy equations simplify to, in similarity variable the forms,

\[ f''_1 + \frac{1}{2} (f_1 f''_2 + f'_2 f'_1) = \left( (\mu^* \gamma^*_\rho) - (\rho^* \gamma^*_\mu) \right) \frac{1}{2} f_1 f_2^* \]
\[ f'_1(0) = f'_2(0) = 0, f'_2(\infty) = 0 \]

and

\[ \theta'_1 + \frac{Pr_f}{2} (f_1 \theta'_2 + f_2 \theta'_1) = \left( (k^* \gamma^*_\rho) - (\rho^* \gamma^*_k) \right) \frac{Pr_f}{2} f_1 f_2^* \]
\[ \theta'_1(0) = \theta'_2(\infty) = 0 \]

where \( Pr_f \) is the base fluid Prandtl number; \( f_i, \theta_i \) are the respective first order stream and temperature functions similar to that of the respective zeroth Blasius and Pohlhausen functions denoted by subscript 0. Rescaling the streamfunction \( F_i = f_i \left( (\mu^* \gamma^*_\rho) - (\rho^* \gamma^*_\mu) \right) \),

\[ F'_1 + \frac{1}{2} (F'_1 F'_2 + F'_2 F'_1) = \frac{1}{2} f_1 f_2^* \]
\[ F'_1(0) = F'_2(0) = 0, F'_2(\infty) = 0 \]

which now can be solved as a “universal function” independent of thermophysical properties.

The thermophysical properties, in dimensionless form, normalized by that of the base fluid is written as linear functions of the volume fraction, with the slopes denoted by primed quantities at zero volume fraction

\[ \rho^* = \rho / \rho^*_1 = 1 + \phi_1 (\rho^* \gamma^*_\rho)_\rho \Theta \left( \phi^*_1 \right) \]
\[ \rho^* \gamma^*_c = \rho c / \rho^*_1 c^*_1 = 1 + \phi_1 (\rho^* \gamma^*_c)_\rho \Theta \left( \phi^*_1 \right) \]
\[ \mu^* = \mu / \mu^*_1 = 1 + \phi_1 (\mu^* \gamma^*_\mu)_\mu \Theta \left( \phi^*_1 \right) \]
\[ k^* = k / k^*_1 = 1 + \phi_1 (k^* \gamma^*_k)_k \Theta \left( \phi^*_1 \right) \]

Two property cases are calculated for comparisons: one for alumina and the use of (mix) properties for the nanofluid density and heat capacity and transport properties prevalently used in the literature attributed to Einstein and to Maxwell [6], [7], and measured in [4]. Experiments in the entrance region for alumina Wen & Ding [6] and Jung, et al. [7] are available for comparison,
but no molecular dynamics property results are available. The second is for gold nanofluids, for which (mix) and prevalently used transport properties as basis for comparison with recent molecular dynamics property results [8], [9]:

Alumina(mix): \( (\rho 'c ')_{\text{Alumina}} = 2.89 \), \( (\rho 'c ')_{\text{Alumina}} = -0.18 \), \( (\mu ')_{\text{Alumina}} = 2.5 \), \( (k ')_{\text{W&DM}} = 6 \)

Gold/Water(mix): \( (\rho 'c ')_{\text{Gold/Water}} = 18.3 \), \( (\rho 'c ')_{\text{Gold/Water}} = -0.40 \), \( (\mu ')_{\text{Gold/Water}} = 2.5 \), \( (k ')_{\text{W&DM}} = 3 \)

Gold/Water(MD): \( (\rho 'c ')_{\text{Gold/Water}} = 18.7 \), \( (\rho 'c ')_{\text{Gold/Water}} = -2.37 \), \( (\mu ')_{\text{Gold/Water}} = 10 \), \( (k ')_{\text{W&DM}} = 20 \).

Subscripts W&D refer to measurements of Wen & Ding [6]. The molecular dynamics results used in estimating the viscosity and thermal conductivity are found in [8].

The profile functions of the velocity and temperature are solved for the above parameters and will be fully discussed at MNF2016 (due to limit of space here). We concentrate on the heat transfer and skin friction enhancement results here. Denoting the wall condition by the subscript 0, the Newtonian shear stress at the wall is

\[
\tau_0 = \frac{\mu \frac{d\theta}{dy}}{\theta_0} = \mu \frac{\mu_0 u_0}{\sqrt{\nu_0 x}} f(0)
\]

Inserting the perturbation representations, to first order in \( \phi_0 \), the ratio of nanofluid shear stress enhancement to that of base fluid is

\[
\tau^* = \frac{\tau}{\tau_{0,B}} = \frac{\phi_0}{\phi'} \left[ (\mu ')_{\text{Gold/Water}} + f(0)/f(0) \right] f(0)
\]

where \( \tau^* = \tau / \tau_{0,B} \) and the base fluid shear stress is \( \tau_{0,B} = \mu_0 u_0 \sqrt{\nu_0 x} f(0) \). The slope \( \phi_0 \) requires the input of transport property and the solution of the boundary layer similarity solutions up to the first order.

The general surface heat transfer rate at the wall would include the heat transfer owing to diffusion currents

\[
q_0 = -\left( \frac{\partial T}{\partial y} \right)_{0} + \left( \rho D \frac{\partial \theta}{\partial y} \right)_{0}
\]

For a solid wall for which there is zero flux of nanoparticles across the wall, the solution is \( \Phi = \phi / \phi_0 = 1 \) throughout the diffusion layer. The heat transfer at the wall is thus accomplished by heat conduction alone. Using the representation of nanofluid thermal conductivity and the perturbation representations, we obtain the enhanced the heat transfer rate relative to the base fluid, to first order in \( \phi_0 \)

\[
q^* = \phi_0 \left[ (\mu ')_{\text{Gold/Water}} + f(0)/f(0) \right] f(0)
\]

The surface heat transfer rate is normalized by that of the base fluid

\[
q^* = q_0 / q_{0,B} = k_B (T_0 - T_{0,0}) \theta(0) \frac{u_0}{\sqrt{\nu_0 x}}
\]

The results in the rise in shear stress and heat transfer enhancement are presented in the following table, for the three cases discussed.

<table>
<thead>
<tr>
<th>Material</th>
<th>Gold/Water(mix)</th>
<th>Gold/Water (MD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( q^* )_m</td>
<td>3.98</td>
<td>4.44</td>
</tr>
<tr>
<td>( \tau^* )_m</td>
<td>2.70</td>
<td>10.40</td>
</tr>
</tbody>
</table>

The detailed comparison with experiments in alumina [4],[5], which will be shown and discussed at the conference, indicate that the mixture and "conventional" thermal properties consistently underestimate the heat transfer enhancement from that of experiments. (MD calculation of thermophysical properties for alumina is not available). Although there are no experiments performed with gold nanoparticles, there exist (MD) calculations [8],[9] of properties. The results here indicate that mixture approach and conventional use of Einstein and Maxwell viscosity and thermal conductivity relations considerably underestimate the skin friction rise and enhanced heat transfer compared to molecular dynamics results for thermophysical properties, as the slopes in the above table indicate. Use of molecular dynamics approach to thermophysical properties results in appreciably enhanced heat transfer and skin friction but they are at the same relative level of enhancement.

3. Concluding remarks

It is found that the use of molecular dynamics properties considerably increased the heat transfer enhancement relative to results using "conventional" properties. Furthermore, heat transfer enhancement is comparable to the enhanced skin friction rise, whereas using conventionally obtained properties the enhanced skin friction rise is ominously larger than the heat transfer enhanced for gold nanoparticles. To fully appreciate the potential in the use of nanofluids in heat transfer enhancement, further molecular dynamics computations of properties of nanofluids, including transport properties, accompanied by careful laboratory experiments on velocity and temperature profiles are unavoidable.
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We investigate light actuated micro droplet ejection from a capillary as a mean to 3D print high-resolution transparent structures. This is accomplished by focusing light from a pulsed nanosecond laser in a liquid-filled glass capillary. The acoustic wave generated is able to eject droplets thanks to a flow-focusing phenomenon [1]. This effect was shown by a Dutch group in 2012 for the generation of highly focused supersonic jets [2]. Here, this technique was implemented for the generation of low-velocity micro-droplets of low and high viscosity (0.6-148 mPa.s). We investigated parameters such as the viscosity of the fluid, the capillary diameter, the meniscus contact angle and the pulse energy on the ejection speed, the droplet(s) size and the printing accuracy.

Several ejection regimes were demonstrated depending on the pulse energy and liquid viscosity. Single micro-droplets of photopolymer inks were generated with a diameter less than 20% that of the nozzle for the least viscous liquid. Two-dimensional patterns were printed with a good controllability and consequently cured, which opens up new possibilities for the additive manufacturing of microstructures.

Figure 1 – Droplet generation dynamics at different times after laser firing, the capillary walls corresponds to the lateral sides of each picture.
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The heat flux of integrated chips has become more and more vast due to the requirements of increasing output power and decreasing volume for the chips. If the heat flux can not be removed effectively, the temperature of electric chip would rise to relatively high, and consequently reduce the performance of respective systems. The microchannel heat sink is considered to be the one of effective methods for the electric chip cooling. The main purpose of this study is to investigate the cooling performance enhancement for the microchannel heat sink by utilizing longitudinal vortex generator.

The physical system under consideration is a 10 mm x 10 mm x 1 mm silicon substrate. The microchannels in the substrate have a width of 142 μm and a height of 500 μm. The bottom surface of heat sink is subjected to constant heat flux. Liquid water is used as the coolant. The inclined ribs with 50 μm in thickness are designed onto the channel walls to induce the longitudinal vortices for the liquid water flow. The governing equations with the associated boundary conditions for the conjugate conduction-forced convection heat transfer in silicon-based microchannel heat sink are solved by the QUICK and SIMPLE techniques. The numerical simulation is rigorously performed. The effects of grid arrangement are carefully verified. In addition, the results of limiting cases without vortex generator are validated with available results of relevant articles. Through these program tests, the proposed numerical scheme is considered to be appropriate for the present study.

Figure 1 represents the variations of the three-dimensional path lines in the microchannels for the cases without and with ribs. A comparison on the path lines in Figs. 1 (a) – (c) reveals that the ribs could induce helical-shaped advective motion in the main stream flowing direction. Figure 2 shows effects of different configuration and number of ribs on the hot spot temperatures of heat sink. It is noted that, for the case with ribs on both bottom and up channel walls, the maximum reduction in hot spot temperature of thy system could be up to 41 %.

This study investigate numerically the heat transfer enhancement of microchannel heat sink by constructing ribs onto channel walls. The results indicate that the 45° ribs could induce strongly the longitudinal vortices. The heat transfer enhancement is more effective for situation with ribs on bottom channel wall as N < 20. While it becomes better for situation with ribs both on bottom and up channel walls as N > 20. The maximum reduction in hot spot temperature can be up to 41 %.

Fig. 1. Distributions of path lines, (a) without rib, (b) ribs on bottom channel wall, (c) ribs on bottom and up channel walls.

Fig. 2. Variations of hot spot temperatures for cases with different rib numbers.
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Rami Fishler1 and Josué Sznitman1,*

* Corresponding author: Tel.: +972(4)8295678; Email: sznitman@biom.technion.ac.il
Department of Biomedical Engineering, Technion - Israel Institute of Technology, Haifa, Israel.

Keywords: convective mixing, lung flows, dispersion phenomena, wall motions, pumping, tree structures

Respiratory flows in the deep sub-millimeter alveolated regions of the lungs are widely acknowledged to give rise to irreversibility as a result of convective mixing that occurs between residual and inhaled air [1]. Seminal flow visualizations in excised rats [2] have qualitatively revealed the existence of recirculating, vortex-like flows inside alveoli and the ensuing stretch-and-fold flow patterns characteristic of chaotic mixing phenomena at low Reynolds number (Re~10⁻³ to 1). Despite such progress, in situ experiments remain not only delicate to conduct in real lungs, they have also come short of providing robust and quantitative experimental platforms for time-resolved acinar flow diagnostics.

Pumping-like flow phenomena in the pulmonary acinus resulting from breathing motions have been widely studied in numerical models, with geometries ranging from single alveoli [3] and alveolated ducts [4] to more complex bifurcating tree structures [5]. In contrast, few if any experimental setups have addressed the mixing characteristics of such physiological processes directly at the acinar scale. To explore the underlying mechanisms governing convective acinar mixing, we have leveraged modern microfabrication capabilities to devise some of the first biomimetically-inspired prototypes of pulmonary acinar networks at true scale using microfluidics [6, 7]. In particular, to better understand and characterize the nature of such irreversible low Reynolds number flows of the lung depths, and thereby possibly harness their mixing capabilities for microfluidic devices, we experimentally study hydrodynamic dispersion phenomena inside microfluidic acinar tree structures consisting of alveolated ducts (Fig. 1). At the heart of the matter, we investigate how the coupling between alveolated channel networks and intrinsic, yet inhomogeneous (i.e. not self-similar), wall motions govern net convective mixing over cumulative breathing cycles.

Our microfluidic devices are constructed of thin, flexible elastomer (i.e. PDMS) walls where acinar channels are cyclically deformed by altering the pressure inside liquid-filled chambers that surround the top and sides of the branching structure (Fig. 1a). In turn, devices are capable of rhythmically pumping fluid into and out of the channels that mimic respiratory breathing motions (i.e. frequency, volume displacements, etc.). At the individual alveolar scale, quantitative flow visualization (Fig. 1b) is first performed by tracking over multiple flow cycles liquid-suspended fluorescent polystyrene tracer micro-particles using fluorescent microscopy. Irreversible flow phenomena are then investigated by tracking Lagrangian particle trajectories, and constructing mean velocity maps that correspond to the distance between the initial and final position of each particle during a full flow cycle [3]; such information coincides with the net convective drift the fluid will experience as a result of convective mixing. In a next step, we assess the extent of dispersion on the scale of the branching network by tracking a bolus of seeded particles that originates initially from a narrow zone near the first generation of the device [4]. Finally, we demonstrate the applicability of such bifurcating tree structures for micromixing applications by sequentially feeding the device with fluorescent beads of two different colors.


Figure 1: Microfluidic model of acinar airways. The breathing tree is constructed of thin and elastic PDMS walls that separate the alveolated airways from the surrounding chambers (side and top). Walls are periodically deformed by changing the pressure within the chambers. (b) Instantaneous flow visualization in branches (qualitative color-coding according to flow magnitude from cool to dark). Inset: fluorescent particles within alveoli and the duct. In (a) and (b) ducts are ~120 um wide.
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Blood is a biphasic fluid, composed of plasma and cells, mainly red blood cells (RBCs) that constitute ~99% of the cell phase. Given their high deformability, both the shape and transport of RBCs are influenced by the scale and morphology of the blood vessels in which they flow. Most noticeably, in the microcirculation where vessels are <300 µm in diameter, the migration of RBCs to the vessel center leads to a cell-free layer near the wall, a phenomenon known as the Fahraeus-Lindqvist effect [1]. Other examples include the pathway effect in arterioles where the redistribution of RBCs at bifurcations gives rise to plasma skimming and cell screening in daughter vessels [2]. In the smallest capillaries (~5 µm wide), RBCs are known to flow in a single file. Yet, in many organs, microcirculatory flows are not characterized by single isolated vessels or bifurcations solely, but rather by intricate networks that bring together the above and where the characteristic length scales for local flow remain similar to the size of a RBC.

The pulmonary capillary networks (PCNs) represent a prime example of such physiological systems; these organ-specific capillaries wrap around the smallest units of the lungs, i.e. alveoli, with vessels that exhibit lengths and diameters of nearly the same size [3], i.e. ranging between ~3–10 µm. Seminal descriptions of such capillary flows include the classic “sheet flow model” [4], where PCNs are constructed of repeating lattices made of posts and capillary flow exists in the area available between them. Early investigations, however, have been limited to scaled-up experimental setups using Newtonian fluids, and thus came short of capturing physiological dynamics of RBCs in such micro-networks.

With the advent of microfluidics, we revisit in experiments the original “sheet flow model” to bridge our understanding of RBC perfusion dynamics in anatomically-inspired models of PCNs, at one-to-one scale. Our microfluidic devices (Fig. 1a) are composed of a base lattice with inter-distances between posts in the range of ~5–10 µm and where the entire lattice extends over a surface area capturing ~2–5 alveoli.

Using a pressure-driven setup and high-speed image acquisition, we investigate the characteristics of RBC perfusion across such networks. Specifically, we implement tracking velocimetry techniques to extract Lagrangian data on their motion and trajectories, including instantaneous velocities (Fig. 1b). Together, such measurements let us construct a statistical description of RBC perfusion directly at the microscale as well as information regarding RBC dispersion through the networks.

In addition, we investigate the relationship between pressure drop and bulk RBC flow, as a function of the network porosity (i.e. dependent on the size of the lattice and interspaces).

Overall, our efforts are aimed at establishing a robust yet attractive in vitro platform to deliver physiologically-inspired true-scale quantitative characteristics of the pulmonary ACN microcirculation.

---

Wall Shear Stress Measurement in Micro-channel

Zhaohui YAO*, Pengfei HAO, Qiming GE

* Corresponding author: Tel.: ++86 (10)6277 2558; Email: yaozh@tsinghua.edu.cn
Department of Engineering Mechanics, Tsinghua University, Beijing, 100084, China

Keywords: Micro-channel; Shear Stress; Sensor; Compressibility

A micro sensor based on heat transfer principles that can measure the wall shear stress inside the micro channel is designed and fabricated by using silicon micromachining techniques. Calibration of the wall shear stress sensor was conducted and the wall shear stress measurements of the air flow in micro-channel under various pressure differences were performed. The experimental results demonstrated that the gas compressibility cannot be ignored in the micro channel even for low speed of the gas flow, which is quite different from the gas flow in the normal scale.

1 Introduction

The micro-electro-mechanical-system (MEMS)-based shear stress sensor emerged with the development of photolithographic techniques. Compared with the conventional thermal shear-stress sensor, MEMS-based thermal shear sensors are miniaturized (∼200 μm in dimensions) to allow maximal spatial resolution, minimal power consumption and negligible flow interference, and they can be batch-fabricated inexpensively [1-3].

However, the previous shear stress sensors are usually used for external flow field measurements. In the present work, a micro sensor based on heat transfer principles that can measure shear stress inside a micro channel is designed and fabricated by using silicon micromachining techniques.

2 Operating Principles

The thermal sensor benefits from the fact that the heat transfer from a sufficiently small heated surface depends only on the flow characteristics in the viscous region of the boundary layer.

The rate of heat loss from a thermal film to the surrounding flow depends on the velocity profile in the boundary layer, so the flow shear stress can be deduced from the heat loss rate of the thermal film. The thermal film is connected in an arm of an electric bridge, so the heat loss rate of the thermal film can be known by measuring its electric resistance change. In this paper, the wall shear stress in a micro channel is obtained from the electric resistance change of the thermal film.

Under ohmic heating, the input power is related to the driving current and the sensor electric resistance. One part of the input power is transferred to the flow and the rest is lost through the substrate, the balance equation is expressed as [2]

\[ i^2 R / \Delta T = A \tau^{1/3} + B \]  

(1)

where \( i \) is the driving current through the thermal film and \( R \) is its electric resistance (Thus \( i^2 R \) stands for the input power.), \( \Delta T \) is the temperature difference between the thermal film and the flow, and \( \tau \) is the shear stress above the thermal film. \( A \) and \( B \) are two constants that need to be calibrated through experiments.

3 Fabrication and Testing

The fabrication of the micro-channel is based on silicon micromachining techniques which are categorized into bulk micromachining and surface micromachining [4]. The micro-channel carrying shear stress sensor involved in this paper is fabricated by using this combined method.

The micromachining fabrication process is illustrated in Figure 1. The material includes a 350-micron thick silicon wafer and Pyrex. First, a 100-nanometer silicon oxide layer is grown on the silicon wafer as a stress relieving layer (Figure 2.a). Second, a 150-nanometer silicon nitride layer is deposited by low temperature chemical vapor deposition (LTCVD) (Figure 2.b). This silicon nitride layer acts as a barrier layer for bulk etching due to its low etching rate in KOH. Third, the location and shape of the micro channel is defined on the front face of the wafer by photolithography and then etched by inductively coupled plasma (ICP) (Figure 2.c). Fourth, the ends of the micro channel are etched on the back side of the wafer by KOH anisotropic etching to form the entrance and exit for working media (Figure. 2.d). The etching is performed in 33wt% KOH solutions at 850°C. Ultrasonic waves are added to the bath continuously. Their power and duration depend on the thickness and adulation of the wafer. Last, a Ti/Pt (300A/2000A) film is sputtered on the Pyrex and then the Pyrex is packaged with the silicon wafer by using anodic bonding. The micro channel fabricated in this paper is 4 centimeter long, 1000 microns wide and 8 microns high. The thermal film is 15 microns wide, 2300 angstroms thick and 800 microns long. It is made of Ti/Pt alloy.
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A micro sensor based on heat transfer principles that can measure the wall shear stress inside the micro channel is designed and fabricated by using silicon micromachining techniques. Calibration of the wall shear stress sensor was conducted and the wall shear stress measurements of the air flow in micro-channel under various pressure differences were performed. The experimental results demonstrated that the gas compressibility cannot be ignored in the micro channel even for low speed of the gas flow, which is quite different from the gas flow in the normal scale.

1 Introduction

The micro-electro-mechanical-system (MEMS)-based shear stress sensor emerged with the development of photolithographic techniques. Compared with the conventional thermal shear-stress sensor, MEMS-based thermal shear sensors are miniaturized (∼200 μm in dimensions) to allow maximal spatial resolution, minimal power consumption and negligible flow interference, and they can be batch-fabricated inexpensively [1-3].

However, the previous shear stress sensors are usually used for external flow field measurements. In the present work, a micro sensor based on heat transfer principles that can measure shear stress inside a micro channel is designed and fabricated by using silicon micromachining techniques.

2 Operating Principles

The thermal sensor benefits from the fact that the heat transfer from a sufficiently small heated surface depends only on the flow characteristics in the viscous region of the boundary layer.

The rate of heat loss from a thermal film to the surrounding flow depends on the velocity profile in the boundary layer, so the flow shear stress can be deduced from the heat loss rate of the thermal film. The thermal film is connected in an arm of an electric bridge, so the heat loss rate of the thermal film can be known by measuring its electric resistance change. In this paper, the wall shear stress in a micro channel is obtained from the electric resistance change of the thermal film.

Under ohmic heating, the input power is related to the driving current and the sensor electric resistance. One part of the input power is transferred to the flow and the rest is lost through the substrate, the balance equation is expressed as [2]

\[ i^2 R / \Delta T = A \tau^{1/3} + B \]  

(1)

where \( i \) is the driving current through the thermal film and \( R \) is its electric resistance (Thus \( i^2 R \) stands for the input power.), \( \Delta T \) is the temperature difference between the thermal film and the flow, and \( \tau \) is the shear stress above the thermal film. \( A \) and \( B \) are two constants that need to be calibrated through experiments.

3 Fabrication and Testing

The fabrication of the micro-channel is based on silicon micromachining techniques which are categorized into bulk micromachining and surface micromachining [4]. The micro-channel carrying shear stress sensor involved in this paper is fabricated by using this combined method.

The micromachining fabrication process is illustrated in Figure 1. The material includes a 350-micron thick silicon wafer and Pyrex. First, a 100-nanometer silicon oxide layer is grown on the silicon wafer as a stress relieving layer (Figure 2.a). Second, a 150-nanometer silicon nitride layer is deposited by low temperature chemical vapor deposition (LTCVD) (Figure 2.b). This silicon nitride layer acts as a barrier layer for bulk etching due to its low etching rate in KOH. Third, the location and shape of the micro channel is defined on the front face of the wafer by photolithography and then etched by inductively coupled plasma (ICP) (Figure 2.c). Fourth, the ends of the micro channel are etched on the back side of the wafer by KOH anisotropic etching to form the entrance and exit for working media (Figure. 2.d). The etching is performed in 33wt% KOH solutions at 850°C. Ultrasonic waves are added to the bath continuously. Their power and duration depend on the thickness and adulation of the wafer. Last, a Ti/Pt (300A/2000A) film is sputtered on the Pyrex and then the Pyrex is packaged with the silicon wafer by using anodic bonding. The micro channel fabricated in this paper is 4 centimeter long, 1000 microns wide and 8 microns high. The thermal film is 15 microns wide, 2300 angstroms thick and 800 microns long. It is made of Ti/Pt alloy.
deduce the time constant. Using constant current mode circuit, the measured time constant of the shear stress sensor is on the order of several hundred microseconds. Figure 2 exhibits the results under various overheat ratios. Overheat ratio is an important parameter for the operation of a thermal-principle-based WSS sensor. Because of self-heating, a sensing element has a greater working temperature (T) than ambient (T₀). The temperature overheat ratio, α, is defined by α = (T - T₀)/T₀. Figure 2 indicates that the shear stress sensor in this work has a time constant of nearly 400µs. That is, the response frequency is 2.5 kHz. In this work, the time averaged shear stress is studied. Thus this time constant can meet the experimental requirements.

\[
\alpha = \frac{T - T_0}{T_0}
\]

In the experiment, the resistance of the thermal film is about 70Ω. According to the maximum work temperature (370K) and the frequency bandwidth (100 kHz) of the circuit, the voltage output by the heat noise is about 0.38μV, so the heat noise can be ignored in the experiment.

4 Experiment, Calibration and Discussion

The measurement set-up for shear stress in micro channels is presented in Figure 3.

In this set-up, the thermal film is working at the overheat ratio of 0.37 and the pressure differences between inlet and outlet range from 10kPa to 400kPa. Since the flow characteristics in a micro channel exhibit incompressibility under low pressure differences, the coefficients A and B in equation (1) are calibrated by the theoretical solution [5] of incompressible flow on a rectangular cross-section with the inlet and outlet pressure differences under 50kPa. In the calibration, first the voltages V on the thermal film at different inlet and outlet pressure differences are measured, then the currents I, resistances R, and temperature differences ΔT are obtained. By the wall shear stress equation and balance equation, the coefficients A and B in equation (2) are found to be 2.65×10⁻³ and 3.24×10⁻³, respectively.

Shear stress with the pressure differences ranging between 50kPa to 400kPa is obtained by equation (1) with the calibrated coefficients and the voltages on the thermal film. Figure 4 shows the experimental results compared with the theoretical data and simulated data. The dash line stands for the incompressible theoretical solutions, the red star for the experimental results, and the solid line is for the results of simulation which three-dimensional (3D) compressible Navier-Stokes equations were employed for the above micro-channel. Under lower pressure differences (especially <50kPa), the wall shear stress exhibits a linear increment. This validates the calibrating method used in the present work. Under higher pressure differences, however, both results of the simulation and the experiment indicate that the wall shear stress gradually deviates from the incompressible theoretical solutions as the pressure difference increases. The relationship between the wall shear stresses and pressure differences is no longer linear under high pressure differences and the flow field in a micro channel appears compressible. The experimental results are coincided with the 3D compressible simulation results and reveal these compressible phenomena. It verified the reliability of our developed micro wall shear stress sensor.

5 Conclusions

Measurement of shear stress in micro scale is a challenge task due to the small size and energy consumption. In this paper, a micro sensor that can be used to measure the wall shear stress in a micro channel has been developed. The sensor is set up on the bottom of a micro channel and operates on heat transfer principles. Calibration has been conducted and wall shear stress versus pressure difference in micro-channel has been measured. The experimental result of the wall shear stress in the micro channel demonstrates that in a micro channel, compressibility cannot be ignored even for low speed gas, which is quite different from the situation in a normal scale flow. Moreover, this type of the shear stress sensor can be fabricated in the other micro-fluidic systems to measure the internal flow field in the micro-fluidics.
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The flow of deformable objects has non-Newtonian character, strongly influencing its short time response at microscopic level. Under the flow this objects are oriented, deformed and coiled leading to a microscopic variation of the transport properties. The microscopic structure as well as the microscopic response depends on both the nature of the suspended objects and geometry of the flow. Theoretical assumptions, especially in the field of polymer physics, use coarse-grained models to study the folding process of nucleic acids and proteins. However, to describe this phenomenon on a molecular scale it is still limited to very small length and time scales. In these scales it is very difficult (or impossible) to find answers to basic questions about the potential effects of interactions or complex hydrodynamic behaviour of long biological molecules. Introduction of a microscopic model for elastic properties allow for precise optical measurements and the use of a simple hydrodynamic model. The use of an interacting model of polymers, which requires complex molecular interactions. Migration of fibres or other long objects in Poiseuille flow is one of the fundamental problems of modern lab-on-chip thermodynamics. Moreover, this is important in a variety of biological, medical and industrial contexts, such as Brownian dynamics of proteins, DNA or biological polymers, cell movement, movement of microbes or drugs delivery.

A comprehensive understanding of the dynamics of individual polymer objects is crucial for their future applications [3-4]. The present study is based on the idea that highly deformable polymeric nanofilaments, produced by electrospinning technique, can easily travel in crowded environments of body fluids and biological tissues. Hydrogel nanofilaments, prepared by NIPAAm and cross-linker BIS-AAm in defined proportions, are placed in a microchannel, and then treated with a laminar flow. Geometry and dimension of nanofilaments (contour length from a few to several tens of microns and diameter around 100 nm) and mechanical properties (persistence length) are well-defined. Study of bending dynamics of nanofilaments moving in the flow is carried out using fluorescence microscope. Pulsatile flow, generated by precise micro pumps, causes the coiling and the uncoiling of the analyzed filaments. This procedure is designed to simulate intercellular flows. Study of this behavior can help to determine the impact that the conformational changes are periodic movements. In order to perform an in depth analysis the flow profile in the channel was determined.

The results are useful for the verification of the theoretical models of biological and physical phenomena responsible for the dynamics of the bending of long bio-objects (proteins, DNA). Furthermore, the obtained results help to understand the link between the microscopic structure of the very flexible nanofilaments and the macroscopic flow properties opening the possibility to design nano-objects transported by body fluids for targeted drug release or local tissue regeneration.

Fig. 1. Sequence of image of a single flexible nanofilament (diameter 100 nm, contour length 25 µm) conveyed by Poiseuille flow.
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1 Introduction

In medical applications fast changing flows are common. Flow adjustments during infusion therapy lead to significant flow deviations. In complex flow systems, flow and concentrations of drugs are often different from expected values [1]. To control microfluidic devices or intelligent systems, suitable actuators and corresponding sensors are required. To investigate and furthermore control complex flow systems a measuring technique to characterise the dynamic limitations of conventional flow meters is required. Thermal flow meters were e.g. delivered with high sample rates. But the thermal transfer properties and the inertia of the sensor channel influence the dynamic response to a flow change. In addition, the fluidic resistance of the flow sensors often dominates a micro fluidic system. Further challenges are high dynamic flow changes with accurately defined volumes. These are generated e.g. by valves or the pulsatile portion of micro pumps. For this purpose sensors with sample rates in the range of milliseconds are needed to determine the demanded volumes.

For manufacturers of micro fluid sensors and systems such as micro dosing units, analysis units (lab on chip systems) and infusion devices (drug delivery) a measurement technique will be provided, to qualify their products. The optical method should cover a wide range of clinical relevant flow rates (50 nl/ min to 2 ml/ min) and change rates up to 15 ml/s\(^2\).

2 Methods

Thermal flow measuring methods have to be calibrated to every specific liquid and its properties (heat conductivity, heat capacity). Differential pressure sensors are inappropriate for flow measurements of liquids with different viscosities. On the other hand optical methods are independent of physical properties of the liquid. Front-tracking is a method developed to measure very low flows down to 5 nl/ min [2]. The volumetric change inside a cylindrical geometry could be measured with high precision by monitoring the displacement of the liquid front and the related time. Two methods were applied.

- High precision capillaries (0.15 mm to 1 mm inner diameter) in combination with a telecentric lens and a high speed camera were used to examine smaller flows between 50 nl/ min and 500 µl/ min at sample rates up to 5 kHz (5000 fps), Figure 1. Acquisition times between 2 and 60 s are possible. Uncertainty calculations and traceable calibrations of the key components were described in [2, 3].

- The setup for larger flows consisted of a high precision glass syringe and a laser displacement sensor, Figure 2. It was used to examine flows between 100 µl/ min and 50 ml/ min at sample rates up to 49.02 kHz.

![Figure 1: Front-tracking method: Capillary in combination with a high speed camera](image-url)
The volumetric flow $Q$ was determined by the displacement $\Delta x$ of the liquid front during $\Delta t$ and the radius $R$ of the capillary/syringe.

$$Q = \frac{\Delta x}{\Delta t} \pi R^2 \quad (1)$$

3 Results

The two concepts were realised and tested. Both setups were mounted on an optical table to reduce the interference of the environment. The capillaries and syringes were calibrated. The influence of the measuring tools to the investigated flow systems were examined and characterised. The limitations of the flow meters were determined.

As applications the dynamic behaviour of different types of micro pumps, micro valves and some marketable thermal flow sensors were tested.

For example: A piezo actuated micro membrane pump, operated at 50 Hz, was examined by connecting it to a thermal flow sensor and the first optical method (capillary and high speed camera). With the optical system an approximately harmonic flow, oscillating between -90 $\mu$l/min and 160 $\mu$l/min (250 $\mu$l/min amplitude pp) with a mean flow of 32 $\mu$l/min was measured. The thermal sensor measured a harmonic flow with the correct frequency and the same mean flow, too. Compared to the optical system, shown in Figure 3, the displayed amplitude was much lower, only 28 $\mu$l/min pp.

4 Conclusion

The presented optical flow metering methods are appropriate to characterise dynamic properties of microfluidic systems. They are also suitable to investigate the dynamic behaviour of clinical or medical devices like syringe pumps, micro pumps, implantable infusion pumps or flow sensors based on thermal- or differential pressure-methods, etc.
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Introduction
The fundamental understanding of wetting and liquid slippage over solid surfaces is important for several engineering applications. For instance, marine coatings that produce low skin-friction could increase the fuel efficiency of ships. The role of the surface structure down to the nanoscale is important in determining the liquid slip [1]. In this work, we present the results of investigations using molecular dynamics (MD) to calculate the slip over surface coatings with different nano-structured features.

Method
Figure 1 shows an example of a typical MD simulation considered in this work; all our simulations are performed using mdFOAM [2].

A no-slip FCC platinum surface, which mimics a marine hull surface, is considered as the base surface on which a nanostructured coating is applied. Our simulations are to measure the slip length of water (at 300 K and 1 bar) over various surface coatings, relative to the base surface. While the standard approach would be to prescribe a fixed velocity at the top water layer in the simulations, we find that when dealing with surface coatings and relative slip velocity measurements it is more effective to apply a fixed shear stress. The shear stress \( \tau_{xy} = 0.7 \) MPa is chosen to be large enough to provide good ensemble statistics but low enough to give a linear stress/strain response. The shear stress is converted into a force \( F \) that is applied to the equations of motion of molecules within a forcing region (see Fig.1, right). When a steady-state flow is obtained, the flow velocity \( \langle v \rangle \) at a reference height \( H \) from the surface is measured over 4 ns. The slip length relative to the substrate is then calculated using \( \eta = \mu \langle v \rangle / \tau_{xy} \approx H \), where \( \mu \) is the dynamic viscosity of water.

Results
Our method is first validated by calculating the slip length \( \eta \) for the flow of water over a pristine graphene coating; when comparing our results with previous MD studies [3] we obtain a similar value of the slip length. We then test different surface coatings of single wall carbon nanotubes (CNTs, aligned longitudinally to the water flow) on a platinum base surface, as well as introduce a nitrogen gas layer between the CNTs (see Fig. 1). While CNTs normally have low friction characteristics close to those of graphene, the interstitial gas helps to (a) reduce the overall solid-liquid interfacial interactions and (b) to shield the water from the platinum surface. The slip lengths calculated for the different cases considered in this work are shown in Fig. 2. For a CNT of 4 nm diameter, slip lengths of 90 nm and 4.9 nm are found in the Cassie and Wenzel states respectively. The slip length as a function of air/water interface area is qualitatively in agreement with other theoretical predictions [4].

Conclusion
Non-equilibrium molecular dynamics simulations are a useful tool for characterizing and comparing the slip properties of different nanostructured surface coatings. Our results for super-hydrophobic coatings of horizontally-aligned CNTs on a platinum substrate show that i) the effective slip of CNT-only coatings increases with the CNT radius and ii) the presence of trapped air pockets between the CNTs interfaces enhances the relative slip length.
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The aim of the present work is to present a model that has been developed as a tool for the analysis and design of porous Electro-Osmotic Flow (EOF) driven systems. The Navier–Stokes (NS) equations for microscopic heat transfer and fluid flow, together with the Poisson–Boltzmann and Laplace equations, have been used to numerically model EOF through porous media at the pores level.

1 Theoretical background

Electroosmotic driven flow phenomena have broad applications in various branches of engineering and technology, such as biomedical, geophysical, energy and chemical. Electro kinetic effects have been widely exploited in micro- and nano-fluidic devices: the most common applications concern pumping and capillary electrochromatography, and recently EOF systems have also been employed for dehumidification and regeneration of desiccant structures.

The principle of EOF driven systems is the following. When a solid surface is in contact with an electrolytic solution, it becomes charged: the ions distribution changes with the formation of a high concentration region, called Electrical Double Layer (EDL). If the electrolytic solution is subjected to an external electric field, the ions of the EDL move, dragging the near ions with them. While in flow through channel applications only the channel surface is taken into account for EOF, in porous media systems the contribution of charged solid particles should also be considered.

Many experimental and numerical studies have been carried out to analyse electroosmotic flow in micro- and nano–channels and recently, the behaviour of Non–Newtonian fluids under EOF has also been investigated, but only a very small number of students have been attempted on EOF in porous media [1]. Several simplifying hypotheses have been considered in modelling EOF in porous media: in the past decades most of the authors have just considered the charge of the channel walls and neglected the charge of solid particles [2], both in the equation governing the internal potential and in the momentum equation. Recently, some authors have considered the contributions of solid particles to EOF: some of them have employed a microscopic approach and solved the problem with Lattice Boltzmann Method (LBM) [3, 4]; others have used the generalized model for porous media and added a source term in the momentum equation depending on the charge density of porous medium and the applied electric field, but used the internal potential equation for standard channel flows [2, 5]. Since the literature is full of conflicting models, the aim of this work is to present a comprehensive Finite Element Method (FEM) modelling approach to EOF in porous media in order to assess the influence of solid particles charge.

2 Methods

The study has been carried out by using a microscopic approach, in which the porous medium is represented by different assemblies of cylinders [6]. The equations used to model the electrokinetic effects responsible for EOF are Laplace equation for external applied potential and Poisson–Boltzmann equation for the EDL potential. Fluid flow and heat transfer through the porous medium have been analysed through the NS equations. The equations governing the electrical field have been decoupled and solved separately from the NS equations and their effect has been implemented into the source term of the momentum equation. The set of fluid flow and heat transfer equations has been solved by using a fully explicit artificial compressibility–based CBS (Characteristic Based Split) scheme [7].

A porous two-dimensional rectangular channel characterised by an aspect ratio equal to 10 has been considered for the simulations. This work will help in assessing the contributions of solid charged particles on the microscopic flow so that an effective macroscopic approach can be formulated.
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Controlling the transport of particles in flowing suspensions at micro-scale level is of interest in a number of contexts such as the development of miniaturized and up to care analytical devices (in bio-engineering, for medicine foodborne detection...) and polymer engineering. However, the seemingly simple question, “How are microscopic particles transported in a given flow?” can rarely be answered up to date due to the high complexity of the situations encountered in most of the applications. In square wall-bounded flows in micro-channels, neutrally buoyant spherical particles are known to migrate laterally and concentrate at specific equilibrium positions located in the channel center at low flow inertia, and at the four centers of the channel faces at moderate Reynolds numbers Re. Because these equilibrium positions depend on particle size, the migration phenomenon in square channel is a promising way for particle concentration and/or separation and the development of low cost separation devices. In the course of investigating the Reynolds number dependence of this migration, it is shown that the spherical particles are found to align in the direction of flow and form evenly spaced train (as shown in Fig. 1).

Fig. 1. Trains of spherical particles with a diameter of 8.7 µm observed in a micro square channel 80 x 80 µm² at Re = 210

This longitudinally particle ordering has already been observed by Matas [1] in pipe flow, Humphry [2] and Kahkeshani [3] in rectangular channels. Given the interest in the application of inertial focusing approaches for concentrating and/or separating particles, there is a need to better understand the formation of the trains, their robustness and the way in which particles arrange in case of bi-dispersed suspensions.

To address this objective, experiments have been conducted. In situ visualization of the flowing particles is performed by classical microscopy (the experimental setup has been previously detailed [4]). Obtained images are post-processed and trains are identified. Parameters such as fraction of particles in trains and separation distance between nearby particles in a same train have been extracted and analyzed in function of Reynolds number, particle to channel-size ratio and volume fraction. Preliminary results seem to show that trains occur at finite Reynolds number when particles have reached their equilibrium positions near the channel walls. The percentage of the particles included in trains increases with Re and concentration, whereas the separation distance depends only on Re, regardless of the concentration.

Experiments are still in progress in the case of bi-dispersed suspensions.
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Abstract
Poiseuille flow of rarefied gas has received much attention, due to the development of micro/nano-electromechanical systems and the shale gas revolution in US. Its mass flow rate is a key parameter in the generalized Reynolds equation to describe gas-film lubrication problems, as well as in the upscaling methods to predict the gas permeability of the ultra-tight shale strata. While the Boltzmann equation is a fundamental model for gas dynamics at low pressure, its applicability to a typical shale gas production scenario is problematic, because the Boltzmann equation is derived under the assumption that the molecular mean free path is much larger than the molecular dimension, but this is not the case for large gas pressures.

The force-driven Poiseuille flow of dense gases between two parallel plates is investigated through the numerical solution of the Enskog equation. We focus on the competition between the mean free path $\lambda$, the channel width $L$, and the disc diameter $\sigma$. For elastic collisions between hard discs, the mass flow rate in the hydrodynamic limit increases with $L/\sigma$ for a fixed Knudsen number (defined as $Kn=\lambda/L$), but is always smaller than that predicted by the Boltzmann equation. Under ultra-tight confinement the famous Knudsen minimum disappears, and the mass flow rate increases with $Kn$, which is larger than that of the Boltzmann equation in the free-molecular flow regime: the smaller the $L/\sigma$ the larger the mass flow rate. In the transitional flow regime, however, the variation of the mass flow rate with $L/\sigma$ is not monotonic when $Kn$ is fixed.
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A gas to gas counter flow micro Heat Exchanger (HE) made of an array of microchannels and fabricated using a combination of Silicon and glass wafers is studied, Fig.1. A divergence of the experimental results from the classical heat exchanger theory is observed due to discernible axial conduction effects, Fig.2. Hence, device performance was evaluated using a modified NTU approach that includes also non-negligible axial conduction effects due to the extremely low heat fluxes inside the heat exchanger. This along with proper boundary conditions for the heat equation within the separating wall enables to evaluate the heat losses to the environment. The standard NTU [1] approach assuming: steady state, constant physical properties, negligible axial conduction and insulated heat exchanger is extended to account for axial conduction through the separating wall [2]

\[
\frac{d\theta_h}{dX} + v \frac{d\theta_c}{dX} + \frac{\lambda}{\mu} \frac{d^2\theta_w}{dX^2} = 0
\]  

(1)

Herein, the dimensionless temperature \( \theta \), and length \( X \) are defined as

\[
\theta_i = \frac{T_i - T_{h,in}}{T_{h,in} - T_{c,in}}, \quad X = \frac{L}{X}
\]

(2)

where \( L \) is the total length of the heat exchanger, \( h \) and \( c \) stands for hot and cold streams and suffix in symbolize the value at the inlet of the device. The dimensionless values in equation 1 are

\[
v = \left( \frac{\overline{m}_c}{\overline{m}_h} \right)_C, \quad \mu = \left( \frac{\overline{m}_c}{\overline{m}_h} \right)_L, \quad \lambda = \frac{k \cdot A_w}{L \cdot (\overline{m}_C)_L}
\]

(3)

Where \( A_w \) is wall cross section, \( \overline{m} \) is the mass flux, \( C_p \) is the specific heat of the gas and \( k \) is the coefficient of thermal conduction of the separating wall. Since we cannot neglect the heat losses from the ends of the separating wall made of Silicon, the common thermal insulation boundary conditions are replaced by temperature boundary conditions with some relations to the stream temperatures at the ends. This resulted in fair agreement with experimental.

Figure 1 – Examined Heat exchange, the figure presents the construction of the HE (a), flow configuration inside the examined chip (b), different etched elements in the silicon piece (c) and SEM micrograph of HE cross section (d). In the last figure it can be seen that the separating wall thickness isn’t negligible.

Figure 2 – Amount of heat transferred inside the HE at different experimental conditions (X axis present different experiments), it can be seen that the heat transferred through the wall is significant and can’t be neglected.
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Abstract Visualization of flow patterns for three sets of immiscible liquids with different physical properties was done for a broad range of Weber numbers. A new flow pattern with steady wavy interface was found. A parameter for flow pattern maps generalization was proposed. For typical flow regimes micro-PIV measurements in water and kerosene phases were carried out.
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1. Introduction

In last decade microreactors have become alternative to traditional reactors in chemical industry and biotechnology. Channels with submillimeter hydraulic diameter have extremely large surface to volume ratio which leads to intensification of heat and mass transfer. Besides that microreactors have such advantages as small volume of reacting fluids and better reaction control. Flows of immiscible liquids in microchannels are important for different kinds of technical applications such as microreactors in chemistry, bioMEMS devices, extraction reactions, emulsions production etc. In the present paper experimental investigation of immiscible liquids flow in a T-shaped microchannel was carried out.

2. Results

A flow of tree sets of immiscible liquids in a rectangular microchannel with T-junction made of SU-8 material was studied. Liquid-liquid sets were kerosene – water; paraffin oil – water; paraffin oil – castor oil. The size of inlet channels was 200x200 µm, the size of outlet channel was 200x400 µm. We used high speed camera (pcO.1200 hs) and inverted microscope (Zeiss Axio Observer.Z1) with 5x magnification to visualize flow patterns and interfacial dynamics. The flow of liquids was controlled by KDS Gemini 88 double syringe pump. Density, viscosity, interfacial tension and contact angles of all liquids were measured directly prior experiments.

Figure 1: Typical flow patterns for kerosene and water near the T-junction. From top to bottom: plug flow, droplet flow, slug flow, rivulet flow and parallel flow with steady wavy interface.
For water-kerosene flow we observed following flow patterns: plug flow (water in kerosene), slug flow (for both liquids), droplet flow (water in kerosene), rivulet flow (for both liquids) and parallel flow (Fig. 1). It is important to notice that we didn’t observe annular flow because of low contact angle of both liquids. High surface wettability was the reason for occurrence of slug flow for both liquids and rivulet flow instead of annular flow. New flow pattern of parallel flow with steady wavy interface was found. Flow visualization of paraffin oil – water and paraffin oil – castor oil gave similar flow patterns.

As flow visualization was done we derived flow map using Weber number of both liquids (Fig. 2). The flow map was different from that obtained by [1]. So we can conclude that Weber number is not the only parameter which defines flow regime. Comparison of flow maps for all liquid sets showed that those were similar to each other but pattern transition was on different Weber numbers. In order to take into account fluid viscosity we constructed new flow maps based on Weber number multiplied by liquid viscosity (Fig. 2). After that flow maps coincided with each other.

For typical flow regimes we made micro-PIV measurements for water and kerosene in order to evaluate convective flows inside both phases which are important for microreactors development and optimization (Fig. 3).

3. Conclusion

For three sets of immiscible liquids flow patterns in a broad range of Weber numbers were obtained. Flow regimes include those of interfacial tension and inertia forces domination. Fluids chosen have different physical properties. For all of three liquid sets flow pattern maps based on Weber numbers were drawn. To combine all flow pattern map into one we offer to use new parameter – Weber number multiplied by liquid viscosity. Flow map using this parameter gave a good agreement between different liquid sets.
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The photothermal conversion performance of the gold nanoparticle dispersion was investigated in the different wavelength sections. Characteristics in a single wavelength are different with that in the whole solar spectrum. The relationship between the photothermal conversion efficiency and extinction coefficient is not proportional. Characteristics in

1 Introduction

Nanoparticle-based direct absorbing solar energy collector (DASC) employs nanoparticles to convert light energy into thermal energy directly. Comparing to conventional solar thermal collectors, nanoparticles absorb solar energy directly within the fluid volume. Such an idea transfers the surface heat transfer limitation associated with conventional solar collectors into a volumetric absorption phenomenon. An optimized DASC system could not only simplifying the conventional system, i.e. replacing metal pipes with transparent glass tubes, but also increasing the absorption efficiency by engineering the absorption spectrum at the nanoscale.[1-4]

Gold nanoparticles (GNPs) were found to have remarkable performance in improving the photothermal conversion efficiency of the base fluid at very low particle concentrations. And the photothermal conversion efficiency increases with the particle concentration but in a non-linear fashion. On the other hand, the extinction coefficient is a key factor to show the wavelength-selective absorbing feature and absorption ability of nanoparticles on solar energy. However our previous study showed the extinction coefficient don’t represent the real photo-thermal energy conversion process[5-6]. On the base of the photothermal conversion experiment in whole spectrum, the experiment research is about the photothermal conversion performance of GNPs in a single wavelength.

2 Experiment Setup

In this work, gold nanoparticle dispersions are formulated through simultaneous production and dispersion of nanoparticles in situ. GNPs were synthesized by the citrate reduction method with the aid of ultrasonification for particle morphology control [7]. Five slices of filters (410, 520, 710, 860, 1064nm) were used to study the photothermal conversion performance of GNPs within a narrow wavelength, and other three slices of filters were utilized to form three wide-wavelength irradiation which were only in the ultraviolet, the visible and the infrared section. Gold nanoparticle mass concentration is 0.0028% (1.5ppm) in all experiments. A solar simulator (Newport Co. Oriel Xenon Arc lamp) was used as the light source. As the filter allows only a narrow wavelength of the light passing, the output power of the sun simulator is increased into 0.2W/cm² (the sun light is about 0.1W/cm²) to gain clearly the temperature variation. The experiment system is showed in Fig.1.

![Figure 1 Schematic illustration of the experimental system](image)
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**Introduction**

Cell seeding of 3D scaffolds is a critical step in tissue engineering since it precedes all steps in tissue formation. It is desirable to obtain homogeneously distributed cells throughout the entire structure and high cell seeding efficiency since donor cells can be limited. The combination of 3D interconnected porous structures with fluid dynamic based bioreactors can enhance such cell seeding outcomes [1]. So, it is important to optimise key parameters involved in cell seeding in vitro experiments such as perfusion flow rate in order to obtain the most suitable mechanical environment for cell adhesion. The goal of this study is to develop a Computational Fluid Dynamics (CFD) model able to predict cell seeding efficiency. A new experimental approach using a micro Particle Image Velocimetry (μPIV) system is presented in combination with CFD simulations to explore and predict the local fluid dynamics and cell motion inside a 3D scaffold.

**Methods**

A commercial PCL scaffold from 3D Biotek with 300 μm pore size was trimmed and placed inside a microfluidic PDMS chamber with square channel profile (3x1x40 mm3). The chamber was located on the stage of an inverted microscope and 1 μm diameter red fluorescent polystyrene microspheres diluted in distilled water were infused using a syringe pump with a constant flow rate. The flow media was illuminated using Nd:YAG 532 nm laser and the reflected light from the tracer particles was captured in double frame images. Images were imported in Insight 3G and divided in sub-regions where local velocity vectors were calculated by statistical methods. To study cell motion, MG63 cells were labelled with orange CMTMR fluorescent dye (Life Technologies) and suspended in culture media. Transient flow rate was applied while single frame images were captured and after that evaluated in ImageJ. CFD simulations using Ansys Fluent were performed replicating the experimental conditions. Incompressible Newtonian fluid with viscosity of 1x10⁻³ Pa·s and no-slip condition were adopted. The fluid volume was meshed around the μCT-based scaffold geometry with 10 million tetrahedral elements. To calculate cell motion, cells were simulated as a discrete phase of microsphere particles that move along the fluid volume in a Lagrangian formulation.

**Results**

μPIV and CFD velocity profiles agree well showing that fluid velocities are higher at the center of the pores and decrease towards the fibers. Values extracted from both profiles show a difference less than 12% at the center of the pore however near the fibers μPIV values are higher (Figure 1). Cells both in CFD and μPIV follow the fluid streamlines, higher cell velocities and frequency of cells passing are found at the center of the pores (Figure 2).

**Discussion**

Despite the fact that cells reach all regions inside the scaffold, they mainly follow streamlines without intercepting the fibers. For this reason, low cell seeding efficiency is expected as found in the cell seeding CFD model. This suggests new configurations should be developed to aid cells to collide with scaffold substrate. This study shows an experimental approach that permits to investigate cell seeding inside a 3D scaffold and a computational model able to predict local fluid dynamics and seeding efficiency.
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The manipulation of small (micro-/nano-liter scale) discrete amount of liquid is a subject of great interest for applications in many fields, from chemical synthesis to biological analysis. We can distinguish mainly two branches of Microfluidics dealing with the actuation of droplets: two-phase flows in closed micro-channels [1] and sessile drops motion on open surfaces [2]. Focusing on the latter, recently it has been demonstrated the possibility of moving sessile droplets by means of vibrations of the substrate [3–4].

We have studied the one-dimensional motion of few microliters liquid drops on a PMMA inclined plate subject to vertical sinusoidal oscillation ranging from 30 Hz to 120 Hz [5]. The liquids comprised distilled water and different aqueous solutions of glycerol, ethanol and isopropanol spanning the range 1–39 mm² s⁻¹ in kinematic viscosities and 40–72 mNm⁻¹ in surface tension. Because of contact angle hysteresis, at sufficiently low oscillating amplitudes, the drops are always pinned to the surface. Vibrating the plate above a certain amplitude yields sliding of the drop.

Further increasing the oscillating amplitude drives the drop upward against gravity (Figure 1). In the case of the most hydrophilic aqueous solutions, this motion is not observed and the drop only slides downward. Images taken with a fast camera show that the drop profile evolves in a different way during sliding and climbing. This dynamics is due to the asymmetric variations of the front and rear contact angles with respect to the advancing and receding values. In particular, the climbing drop experiences a much bigger variation in its profile during an oscillating period.

Complementary numerical simulations of 2D drops based on a diffuse interface approach confirm the experimental findings. The overall qualitative behavior is reproduced suggesting that the contact line pinning due to contact angle hysteresis is not necessary to explain the drop climbing.

We are currently further investigating these phenomena in the case of non-Newtonian fluids, such as Xanthan or polyacrylamide aqueous solutions [6].

Figure 1. Dynamical phase diagrams of drops of different aqueous solutions corresponding to a volume V=2 μL and a plate inclination α=30°. The normalization factors are the resonance frequency f₀ of the drop’s rocking mode corresponding to a supported drop vibrated in a direction parallel to the substrate and the corresponding acceleration a₀ with an amplitude given by V(1/3); a₀=241 m/s² and f₀=70 Hz for water on PMMA and a₀=110 m/s² and f₀=47 Hz for water on silanized PMMA. For the other liquids they are comprised in the ranges a₀=117-173 m/s² and f₀=48-59 Hz.

The arteriolar microvasculature provides a large area that allows the exchange of substances between the blood stream and surrounding tissues. Ramification of these vessels can contribute to the temporal switching of red blood cells (RBCs) at the bifurcations, which in turn leads to spatial heterogeneity of perfusion at the junction [1]. Moreover, RBCs tend to migrate axially towards the flow center in microcirculations, resulting in the formation of a cell-free plasma layer (CFL) which can be promoted by RBC aggregation [2]. Consequently, a disproportionate amount of CFL and RBCs entering the daughter microvessels could manifest to the heterogeneous distribution of hematocrit in microvascular networks [3]. In this study, we investigated the formation of CFL from 2 to 6 vessel-diameter (2D-6D) downstream of arteriolar bifurcations in the rat cremaster muscle (Fig. 1) under reduced flow conditions (pseudoshear rates = 9.3 ± 1.8 s⁻¹). Concomitantly, we extended our previously developed two-dimensional transient diffusion model to illustrate the potential impact of the hemodynamics on the physiological functions of arterioles by numerically predicting the bioavailability of nitric oxide (NO), oxygen (O₂) and soluble guanylyl cyclase (sGC) activity in the arterioles which influences the vascular tone.

Our experimental results showed that an asymmetric formation of CFL width along the vessel walls was evident up to 6D from the bifurcating point. CFL aggregation preferentially augmented the development of CFL widths along the outer wall after the bifurcation but did not seem enhance the recovery of flow asymmetry significantly. Additionally, our numerical prediction of NO/O₂ concentrations (Fig. 2) and sGC activity revealed that vasoactivity might not occur uniformly along the arteriole within an inter-bifurcation distance, in particular under reduced flow and aggregating conditions. This illustrates that the contribution of asymmetric CFL widths on the heterogeneity of NO/O₂ concentrations and sGC activity could propagate in the entire arteriolar network.
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With the aim of reducing the size and increasing the energy efficiency of absorption chillers, the use of microporous membrane technology in these systems is at present under study. In particular, the simulation of an absorber using porous fibers for the heat and mass transfer between the solution and the vapor phase is considered in the present work. The performance of the microchannel absorber is evaluated for three different solutions-refrigerant pairs: LiBr-H2O, LiCl-H2O and LiNO3-NH3.

1 Micro absorber
The absorber is one of the most performance limiting and volume demanding components of absorption systems. The main challenge in designing and operating these devices is to maximize the mass transfer rate by getting as much interfacial area as possible, minimizing the overall size. This can be achieved using membrane contactors in microchannel heat exchangers. The new technology used here has already been presented for LiBr-H2O and H2O-NH3 pairs [1, 2, 3, 4], but to our best knowledge, there are no studies considering the LiCl-H2O and LiNO3-NH3 solution-refrigerant pairs. In the proposed absorber, the refrigerant vapor (in the present study, water or ammonia) passes through the membrane and is absorbed by the solution (LiBr-H2O, LiCl-H2O and LiNO3-NH3) flowing inside constrained flow passages. The vapor pressure difference across the membrane is the driving force for vapor transfer. If the partial pressure of the vapor inside the solution is less than the vapor pressure, it is absorbed at the interface between solution and vapor.

2 Heat and mass transfer models
Our model is based in the dusty-gas model, for the vapour mass transfer through the membrane, and the film theory; the heat and mass transfer equations are described in terms of the corresponding mass and heat transfer coefficients. The global mass and heat transfer resistances are evaluated using correlations for heat and mass transfer in microchannels from the literature, applied to each of the solutions considered in the present study. These equations are combined with the global energy and mass balances to predict the performance of the absorber. The properties of each solution pair have been evaluated using data reported on the literature. The resulting system of equations is solved using Engineering Equation Solver software, EES™, as in [5].

3 Results
The performance of the absorber working with the three different solutions is evaluated. The ratio of cooling effect to absorber volume is used as a comparison parameter. This value along the channels of the micro-absorber is shown in figure 2 for the three solutions, working at a vapor temperature of 7°C.
The higher performance has been found for the LiNO$_3$-NH$_3$ solution. This solution presents higher mass diffusion coefficient than the LiBr-H$_2$O and the LiCl-H$_2$O solutions.

For a vapor temperature of 10ºC, the results are shown in figure 3.

![Figure 3: Cooling to volume ratio (vapor temperature 10ºC)](image)

It is clearly seen, that the higher the vapor temperature, the higher the cooling effect as the pressure driving potential increases.

If the length of the micro-absorber is 5cm, this ratio is around 900W/m$^3$ for a vapor temperature of 10ºC, for the LiNO$_3$-NH$_3$ and LiBr-H$_2$O solutions. For the LiCl-H$_2$O, this value is equal to 550W/m$^3$. In all the cases, these parameters result larger than the ones found in conventional absorbers.
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Introduction

The Blood Brain Barrier (BBB) is a functional biological structure of the Central Nervous System (CNS) that separates the vascular compartment of the brain from the cerebral parenchyma. Particularly tight junctions between endothelial cells protect the CNS tissue from undesirable molecules and small organism flowing in the blood [1]. This, however, leads also to an impeded transport of drug molecules and treatments from the bloodstream to the brain. Engineering a controlled strategy to selectively deliver molecules across the BBB is a key objective of brain research, with the goal of improving and finding treatments for pathologies such as Alzheimer’s and Parkinson’s disease, brain infections and brain cancer [2].

Developing in vitro models of the BBB represents a key step towards the optimization and discovery of effective ways to cross the BBB and deliver therapies. The most common mimicking strategy is the use of two-chamber cell culture systems: by seeding endothelial cells on top of a filter membrane and reaching confluence, the transport of drug candidates is evaluated at the bottom of the filter, in a collecting chamber. An increase in Trans-Endothelial Electrical Resistance (TEER) is the standard technique for monitoring endothelial barrier formation and is usually performed with commercial voltohmeters.

In this work, we developed and tested a microfluidic device as an in vitro model of the BBB: the main advantage of employing micron-scale devices is the reduced amounts of cells, reagents and candidate drug molecules to be employed in experiments.

Materials and Methods

Microdevice fabrication. Silicon master molds are fabricated by standard SU-8 photolithography on clean silicon wafers. The microfluidic device is fabricated in polydimethylsiloxane (PDMS) and polycarbonate (PC): a PC porous membrane is included between two PDMS fluidic layers realized through replica molding of PDMS on the silicon molds. The top layer features a seeding chamber for endothelial cells seeding and the bottom layer features a collecting chamber for transport molecules collection. In both upper and lower layers, side channels are present for insertion of four total electrodes: two Ag/AgCl electrodes (one in each layer) and two Platinum electrodes (one in each layer). This setup allows a four-point measure of the electrical resistance across the PC membrane.

Cell culture. Devices were sterilized in ethanol overnight, coated with fibronectin and subsequently seeded with murine brain endothelial cells (Br-Bend5). TEER recordings were performed every 24h. After 5 days of culture, cells were fixed and probed for antibodies against V-Cadherin and Claudin to assess tight junction formation. A fluorescence analysis of FITC-labeled 40kDa Dextran transport was also carried out.

Results and Discussion

The devices showed high biocompatibility with cell cultures successfully performed for up to 7 days. Cells cultured in the microdevices were positive for tight junctional markers (V-Cadherin, Claudin). Injection of FITC-labeled 40kDa dextran in the upper chamber resulted in free transport to the lower chamber only in control conditions. After 5 days of culture, the Br-Bend5 monolayer was able to block the transport of 40 kDa dextran. This further demonstrates the formation of a functional barrier that hinders transport of small molecules.

The embedded electrical system for TEER measurement was also tested: the results obtained show a slight increase of the TEER in cultured devices with respect to control devices (no cells seeded) especially at day 5. However, the measurement resulted affected by noise and by an increasing drift also in control devices. This is in line with recent communications underlining the difficulty of translating the TEER measurement system from macro-scale to micro-scale platforms due to small channels and high electrical resistances [3].

Conclusions

We designed and developed a microdevice for transport studies across endothelial BBB monolayers. The device features a PC porous membrane for cell seeding in an upper chamber, and a lower chamber collecting the transported molecules. Side electrodes also allow monitoring of TEER during culture. A preliminary validation was carried out with murine endothelial BBB cells and resulted in cells forming a functional barrier to small molecules and increasing the resistance measured by the embedded TEER measurement system.
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Abstract The two-phase pressure drop characteristics in gas channels of Polymer Electrolyte Fuel Cells (PEFCs) are modelled in this work for different flow patterns. The two-phase flow in gas channels of PEFCs has its special features: (1) combination of reactant gas, water vapor and liquid water, (2) flow in micro/minichannels, (3) reactant consumption, (4) condensation from water vapor, (5) continuous water introduction from reaction and (6) flow pattern transitions. Therefore, previous two-phase pressure drop correlations, primarily for gas-liquid adiabatic flow, are unable to capture the pressure drop of the gas channels accurately. In general, there are three main two-phase flow patterns in the gas channels, i.e., slug flow, film flow and droplet flow. Flow-pattern based and segmented pressure drop modelling along the gas channels is generalized. The new predictive tool presents improved accuracy in pressure drop estimation for different current densities and stoichiometric ratios.
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1. Introduction

The use of clean-fuel and pollutant-free PEFCs, which convert chemical energy released during the electrochemical reaction of hydrogen and oxygen directly into electricity, still has substantial momentum for future sustainable and renewable energy conversion systems. Liquid water from the reaction is transported through the gas diffusion layers (GDLs) into the gas channels. Water management is a central issue for PEFCs because a perfect amount of water is required in PEFCs, for example, for membrane hydration. The flow and hydrodynamics in gas channels are important to maintain a delicate water balance. This work will focus on the flow pressure drop in gas channels, which is of relevance for the reactant pumping power and the cell performance.

Single-phase pressure drop in micro/minichannels is well understood and predictive methods for conventional channels are still applicable for micro/minichannels if the surface roughness and entrance effects are correctly realized. However, the pressure drop prediction for two-phase flow is more complex and pressure drop correlations for conventional channels are not applicable any more, or only applicable within a limited range. Compared to adiabatic gas-liquid two-phase flow in microchannels, the two-phase flow in gas channels of PEFCs has its special features:

(1) combination of reactant gas, water vapor and liquid water, (2) reactant consumption, (3) water vapor condensation, (4) continuous water introduction from reaction and (5) flow pattern transitions. As pressure drop for two-phase flow is closely coupled with flow patterns, flow-pattern based methods need to be developed to provide a relatively general and reliable prediction.

2. Flow Patterns in Gas Channels

Due to continuous water introduction from the GDLs and possible water condensation from water vapor, the flow in gas channels may experience different flow patterns, e.g., single-phase gas flow, droplet flow (also called mist flow), film flow (also called annular flow) and slug flow. Hussaini and Wang [1] firstly observed all these flow patterns in an operating fuel cell and developed a flow pattern map. In the droplet flow, small water droplets flow at the same velocity as the gas flow. The film flow indicates that liquid flows on the channel walls and gas flows in the core. The slug flow means large liquid plugs (longer than the channel diameter) with large gas slugs in between. In this work, the flow pattern map of Hussaini and Wang [1], which can also capture the experimental data of See [2], is used to determine the flow patterns. It should be noted that within a PEFC, the microchannels have
three solid walls and one porous wall (the gas channel/GDL interface) with significant different wall characteristics.

3. Pressure drop modelling

There are two concepts for two-phase frictional pressure drop modelling: homogeneous flow modelling and separated flow modelling. In the homogeneous flow modelling, the two-phase mixture is assumed as a pseudo single phase flow by using averaged viscosity and density values. The average density is given by

$$\rho_{TP} = \left( \frac{x}{\rho_g} + \frac{1-x}{\rho_l} \right)^{-1} \tag{1}$$

There are different two-phase viscosity models, e.g., the Dukler et al. model [3]. Different viscosity models might give a large difference in prediction of the frictional pressure drop. In the droplet flow pattern in gas channels of PEFCs, the small droplets flow at the same velocity as the gas, i.e., zero slip velocity. Therefore, the homogeneous model can be used to calculate the pressure drop in the droplet flow pattern.

In the separated flow modelling, the two-phase frictional pressure drop is estimated based on the pressure drop of one phase multiplied by the two-phase frictional multiplier.

$$\left( \frac{dP}{dz} \right)_{TP} = \phi_x^2 \left( \frac{dP}{dz} \right)_{x} \tag{2}$$

Chisholm [4] introduced a Chisholm parameter to define the two-phase frictional multiplier as

$$\phi_x^2 = 1 + CX + X^2 \tag{3}$$

where $X$ is the Martinelli parameter. The above equation was modified by Zhang et al. [5] considering non-uniform water introduction from GDL,

$$\phi_x^2 = 1 + \frac{1}{2} CX + \frac{1}{3} X^2 \tag{4}$$

Various modifications of the Chisholm parameter $C$ were presented in the literature to match the experimental data. Specific to gas channels in PEFCs, Grimm et al. [6] correlated the value of $C$ as a function of the quality ratio, as given below

$$C = 0.0856u_l^{-1.202} \frac{x}{1-x} \left[ \frac{0.004u_l^{0.452}}{1} \right] \tag{5}$$

where $x$ and $u_l$ indicate the gas flow quality and the liquid superficial velocity, respectively. Anderson et al. [7] proposed $C$ as a function of current density ($i$, mA cm$^{-2}$)

$$C = 5 + 12.2 \exp \left( \frac{82}{i} \right) \tag{6}$$

As the slip velocity in the film flow and slug flow patterns in gas channels is not zero, separated flow models need to be used.

Therefore, a flow-pattern based pressure drop model is proposed in this work. Firstly, flow patterns in gas channels will be identified by the Hussaini and Wang [1] flow pattern map. Then, specific to gas channels in PEFCs, different models need to be used for subsections of different flow patterns, e.g., single-phase correlations for gas flow, homogeneous flow modelling for droplet flow and separated flow models for film flow and slug flow patterns. Property variations might be neglected for small temperature differences. Each flow pattern might be segmented into several control volumes considering the variation of the water introduction along the length of the gas channels, i.e., the variations of the liquid and gas superficial velocities. The Darcy law will be used to calculate the velocity for each phase.

The total frictional pressure drop calculated by the above model will be compared with literature data and possible modifications of the Chisholm parameter $C$ might be realized for better pressure drop estimations.
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Over the last few decades, surface acoustic waves (SAWs) have been extensively utilized in diverse fields including microfluidics and telecommunication. Recently, we extended the applications of SAWs to acoustothermal heating toward continuous flow PCR [1] and one-shot high-resolution melting analysis [2]. Here we introduce disposable thermochromic point-of-care (POC) displays with acoustothermal heating, taking advantage of its spatio-temporal controllability. In POC diagnostics, the test results should be unambiguously displayed to prevent misinterpretation [3]. To meet the needs for POC displays, various types of thermochromic displays have been developed [4, 5]. Thermochromism refers to a reversible change of colors depending of temperature. Compared to the previously reported thermochromic displays, the proposed displays with acoustothermal heaters have significant advantages. First, the heaters and displays can be separated, leading to disposable display, a decrease in cost and an increase in flexibility of display contents. Second, the acoustothermal heaters can be spatio-temporally controlled with time-division multiplexed (TDM) AC signals, allowing fast and accurate control of display without an additional driver circuit.

As illustrated in Fig. 1(a), a typical SAW system is composed of a piezoelectric substrate (LiNbO₃, LN) and an interdigital transducer (IDT) deposited on the LN substrate. When AC signals with a frequency $f_{ac}$ corresponding to $c/λ$ (sound velocity of LN/IDT spacing), IDT resonates and thus produces SAWs bidirectionally. When a viscoelastic material (PDMS) is loaded on the IDT/LN substrate, SAWs are converted into longitudinal waves (LWs) and attenuated by viscoelastic damping, generating heat. The thermochromic display system comprises the acoustothermal heating element composed of the LN substrate, IDT, and this PDMS membrane and the thermochromic display element composed of an adhesive paper where information is pre-programmed and an thermochromic film that changes its color from black to translucent at the critical temperature (40°C), as in Fig. 1(b). When the thermal energy transformed from the acoustic energy of SAWs is transferred to the thermochromic film of the display element, display contents concealed under the film is exposed. As mentioned earlier, the acoustothermal heater can be spatio-temporally controlled with TDM AC signals. As in Fig. 2(a), when TDM AC signals with frequencies $f_1$ and $f_3$ with a time interval $t$ of 0.0001 s are applied to the acoustothermal heater array with resonant frequencies of $f_1$, $f_3$, and $f_2$ (Fig. 2(b)), the corresponding IDTs resonate thereby heating up the display deposited on the heater, causing a selective heating and displaying as in Fig. 2(c). The inherent limitation that only pre-programmed information can be displayed is addressed with a 3×3 acoustothermal heater array with 9 resonant frequencies (Fig. 3(a)). The alphabets ‘A’ and ‘T’ and numeric digits ‘1’ and ‘2’ are displayed in Figs. 3(b) and (c), respectively. More results will be presented in the full paper including colorimetric gradient displays and level displays. In summary, we introduce acoustothermal heaters with TDM AC signals and their application to disposable thermochromic POC displays.
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Micro-electro-mechanical systems devices vibrating at high frequencies (RF MEMS) (ranging from 1 MHz to 60 GHz) have been identified as a technology that has the potential to provide a major impact on existing RF architectures. In particular, the development of integrated silicon-based micromechanical resonators with high frequencies can have a great impact on the future of wireless communication systems [1], [2]. The high quality factors maintained by RF disk resonators at atmospheric pressure indicate the potential of these microdevices for several applications and implementation without the need for expensive vacuum packaging.

So far, in all the works where a mechanical analysis of RF MEMS has been reported, it was stressed that these devices are able to maintain high quality factors even at atmospheric pressure due to their much higher stiffness in comparison to other types of resonators vibrating at low frequencies. Low-frequency MEMS devices are normally operated at very low pressure in order to minimize the damping due to the internal friction of the gas (viscous damping).

When MEMS devices vibrate at relatively high frequencies, gas compressibility and inertial forces lead then to another damping mechanism which is related to the propagation of sound waves generated by high-frequency oscillating micro-structures.

Very recently, it has been proved in [3] for a single-component gas that sound waves propagating between the micro-device walls induce a resonant/antiresonant response of the system due to the constructive/destructive interference occurring between the incident and reflected sound waves. The occurrence of an antiresonance is particularly important since if the device is operated close to the corresponding frequency, the damping due to the gas is considerably reduced. Since gas resonances take place for each value of the rarefaction parameter (inverse Knudsen number), the RF MEMS devices can perform well also at atmospheric pressure.

In this frame, it is important to analyze not only the damping forces exerted by single-component gases but also those exerted by gas mixtures, since during the wafer bonding process a mixture of noble gases (like Ar, Kr or Ne) and getterable gases (like N2, O2 or CO2) is usually backfilled into the MEMS sensor package to set its operating pressure ('backfilling process').

In the current investigation, we extend the previous analysis carried out for a single species gas [3] to a gas mixture, by using the linearized Boltzmann equation based on a simplified kinetic model of BGK-type [4].

General boundary conditions of Maxwell's type [5] have been considered in order to take into account bounding surfaces with different physical structures.
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In the present work, the flow field in a splitting-junction microchannel with Y shape, which can be employed as micro-heat-exchanger and micro-mixer, is investigated experimentally using microPIV (micro Particle Image Velocimetry). The angular divergence in the Y splitting is changed as also the Reynolds number in order to investigate the instantaneous and mean flow configurations which are more suitable for applications.

1 Introduction

The use of micro-devices is nowadays widely increasing due to the relevant advantages in efficiency when compared to their macro counterparts. This led to several applications in the field of Biomedicine and Bio-Engineering, in Sensors, Control and Automation and in Energy Engineering. Considering the latter, the devices which are usually employed in this field are micro-heat-exchangers, micro-mixers and micro-pumps (Laser & Santiago 2004, Kallio 2010). Specifically, it is challenging to design those systems at micro-scales ensuring net momentum (or temperature) diffusion with passive methods, i.e. using only changes in geometry or inserting external elements in the flow. In micro-channel flows, an effective simple possibility to increase diffusion is to add a Y splitting section and then recombining the two branches in an inverse Y junction. However, the effect of the angular divergence and convergence also in relation to Reynolds number is not entirely investigated. Thus, the aim of the present experimental work is to investigate the effect of the Y section angle and of the flow velocity (Reynolds number) in the resulting flow configuration, in order to optimize the design of micro-heat-exchangers and micro-mixing devices.

2 Device and set-up specifications

The test section consists of a channel with rectangular cross-section (height = 0.4 mm, width = 4 mm) followed by a splitting section with two possible angles, 30° and 45° and again by a junction with angles respectively of 45° and 30°. An example of the test section is given in Figure 1. The measurements have been performed in a range of velocities from 0.01 m/s to 0.1 m/s, thus resulting a maximum Reynolds number around 50. A 50 mm focal lens objective is used with multiple extension tubes up to 48 mm. High resolution images of the region upstream of the splitting section, of the two branches and of the junction are acquired by a high speed video-camera (up to 2000 frames/s at the maximum spatial resolution of 1024x1024 pixels) and stored on a PC. The water flow is seeded with hollow glass spherical tracers with diameters between 5mm and 10 mm, which are injected in the flow using a syringe pump. Two consecutive frames are analyzed in order to determine the flow tracer displacements using the micro Particle Image Velocimetry (microPIV) technique. An example of result on the instantaneous flow field is presented in Figure 2. The data are obtained from two consecutive images as that in Figure 1 by applying iterative cross-correlation algorithms, using 32*32 pixel final sub-windows. The velocity vectors are clearly seen without major spurious data. About 1000 frame couples are acquired in each condition to derive mean and rms fields.

3 Results

In Figure 3, examples of the resulting mean vector fields for the Y junction region are presented for two converging angles at the same Reynolds number (around 40). It is clearly observed that the two configurations are rather different, the one with the smallest angles (around 30°) showing a velocity defect at the centerline persisting further downstream in comparison to the other (angle equal to 45°). Thus, the maximum velocity at the centerline is smaller for the small angle compared to the other (by about 10% to 20% depending on the Reynolds number) and the velocity profile is flatter. This is also observed in Figure 4 in which the color plots of the horizontal velocity component are presented for the two conditions.

Figure 1. Detail of the Y channel junction as acquired by the camera.

Figure 2. Instantaneous flow vector field derived from image in Figure 1.
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Figure 3. Vector fields in the Y channel junction for angles equal to 45° (on the left) and 30° (on the right) at a Reynolds number equal to 40.

Figure 4. Horizontal velocity component in the Y channel junction for angles equal to 45° (at the top) and 30° (at the bottom) at a Reynolds number equal to 40. Velocity scale in m/s.

For the second configuration, the velocity is recovered further downstream in comparison to the first, thus indicating that a large splitting angle at the inlet of the bifurcation followed by a small junction angle seems to produce a better mixing in comparison to the opposite.

This is verified by considering the average velocity fluctuations as measured by rms values, presented in Figure 5 for the horizontal velocity component. In the figure, it is observed that the maximum intensity of fluctuations is always lower than 10% (1/10th of the maximum velocity), but in the second configuration this level is higher, i.e. about 20% even in the splitting section. Moreover, in comparing the fluctuation levels after the junction with those at the inlet, it is observed that in the first configuration the increment is limited to 2%, whereas in the second it raises to (5-10)%.

Figure 5. Root mean square fluctuations of horizontal velocity component in the Y channel junction for angles equal to 45° (at the top) and 30° (at the bottom) at a Reynolds number equal to 40. Velocity scale in m/s.

Figure 6. Horizontal velocity component profiles in the Y channel junction for an angle equal to 30° at Reynolds numbers around 13 (green), 23 (blue) and 40 (red). The profile is taken along the dotted line of Figure 4.

The dependence on the Reynolds number of these results is also related to the specific geometry. For example, for the second configuration, in Figure 6 the velocity profiles at the outlet (the dotted line in Figure 4) for four different flow rates are compared. In this case, the basic configuration is very similar and there seems to be a low Reynolds number dependence, whereas for the first condition the dependence is much more high due to the higher converging angle (not shown).
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Selective Plane Illumination Microscopy (SPIM) is a powerful microscopy technique that permits to obtain 3D reconstruction of biological samples, in a noninvasive way, by optical sectioning. Specific and dedicated setups are often needed, moreover the sample positioning and alignment is time consuming and prevents the use of this method for a statistical relevant number of specimens. Here we propose an innovative microfluidic device, with a footprint of few mm³, which is capable to upgrade a standard microscope to a SPIM one, and capable to analyze up to 30 samples/minute.

SPIM on chip

SPIM is a powerful microscopy technique that optically sections a sample illuminating it with a light sheet [1]. The fluorescence signal is orthogonally collected with a microscope objective. Sample translation or rotation is required to capture the signal from all the distinct slices that constitute the sample and that are needed for the reconstruction of the 3D image. Bulk set up and specific instrumentation is needed to perform this measurement, moreover the manual sample positioning in the middle of a water filled sample chamber has to be accurate and perfectly aligned with respect to the light sheet and to the collection objective. This procedure can last up to several minutes. Here we present a compact microfluidic device that integrates light sheet formation and sample translation in the same platform, permitting to continuously analyze distinct specimens, without the need of manual positioning or alignment. This device is capable to speed up the measure, making possible for the first time the SPIM acquisition of large sample populations in a reasonable amount of time.

The device fabrication in a fused silica substrate is made possible by the FLICE technique, which is Femtosecond Laser Irradiation followed by Chemical Etching. This is a two-step fabrication approach, where the device is first irradiated by a focused femtosecond laser beam that locally modifies the material in correspondence of the focal region. Then the substrate is exposed to an ultrasonic bath of Hydrofluoric acid (HF) solution, which selectively attacks the irradiated regions, leading to the microchannel formation [2-4]. The 3D capabilities of this technique are fundamental in developing the SPIM on chip layout.

The device geometry is reported in figure 1, where it is possible to note the presence of the microfluidic lens, which is used to obtain the light sheet and the sample channel. The sample flows in the microfluidic network where it is intercepted by the light sheet and sectioned with no manual positioning or alignment needed. The signal is collected with an external microscope objective, while the cylindrical lens that produces the light sheet is fabricated in the chip with an optimized design to reduce the impact of spherical aberrations, which would reduce the quality of the light sheet and consequently the resolution of the SPIM image.

This device has been validated with fixed cellular spheroids, which are spherical cell aggregates with a few hundreds micrometer size. The validation demonstrated the capability of this device to obtain 3D reconstruction of the sample with very good subcellular resolution. Moreover, by increasing the sample flow rate and using a fast camera, we have been able to process up to 30 samples/minute.

This is a very promising device, with many innovative features. Not only it permits to upgrade a standard microscope to a SPIM one, just placing this device on its plate, but also it facilitates the SPIM acquisition, which can now be performed by non-expert end-users. High throughput acquisition is demonstrated, opening SPIM microscopy to new interesting applications.
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Abstract Polymer nanoparticles have been proved as nanocarriers for controlled drug delivery, due to their tunable properties and their low toxicity. A very important parameter for nanoparticles is their Particle Size Distribution (PSD), because it influences some key properties such as particle surface area and rheology. In this work a comparison between experimental data and a computational fluid dynamics (CFD) model for precipitation of polycaprolactone nanoparticles via solvent-displacement is presented. The model is implemented in ANSYS Fluent, where particle formation is determined by the description of classical nucleation, molecular growth, and aggregation. Results show good agreement with experimental data, proving the suitability of the CFD approach in this type of problems.
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1. Introduction

Polymer nanoparticles (NPs) have been largely studied in recent literature because they owe multiple degrees of freedom like tunable degradability and hydrophobicity, size, surface charge and form in which they can be produced (such as particles or capsules) [1]. Accordingly, polymer NPs show interesting applications in several fields, such as controlled drug delivery. An important characteristic of the polymer NPs used for biomedical applications is their Particle Size Distribution (PSD) which has to be as narrow as possible to effectively deliver the drug to the target [2]. Most of the methods used to produce NPs involve the mixing of two or more liquid streams, as for instance in the solvent displacement process, which is also known as nanoflash precipitation [1]. To obtain a narrow PSD through nanoflash precipitation it is necessary to suitably tune the operating conditions in order to favor the particles nucleation process with respect to the molecular growth process, which can be obtained by improving the mixing efficiency. A very high mixing rate can be achieved using a T-reactor, where two liquid flows are mixed in a T-shaped junction.

2. Material and methods

In this work, a small PTFE cylindrical chamber of 1 cm of diameter and 1 cm of length with an axial perforation of 1 mm diameter and a radial one of 500 μm was used. In this reactor, the injection of different fluids from the radial duct with a suitable velocity provides the mixing of the two solutions in a very short time, therefore allowing for obtaining the required narrow PSD. A sketch of the reactor is shown in Fig. 1.

Fig. 1. Mixing device schematization.

Using this reactor, polycaprolactone (PCL, Mw 14kDa) NPs were produced by feeding the reactor with a solution of PCL in acetone from
one side and water from the other side (see Figure 1). Both these solutions were loaded in syringe pumps and injected radially in the device at the same flow rate (1 mL/min). PCL was synthesized using ring opening polymerization (ROP) using stannous octoate as catalyst and benzyl alcohol as initiator in a mole ratio of 1:123 with respect to the caprolactone monomer, as reported in literature [3]. In order to study the influence of PCL concentration on nanoparticles size, different PCL solution concentrations were used in this work. NPs produced with different operating conditions were characterized through dynamic light scattering (DLS) using a Malvern Zetasizer Nano ZS analyzer.

The T-reactor was then simulated through CFD modeling (in particular, the ANSYS Fluent 15 code was used in this work [4]) coupled with the population balance tool embedded in the software for the determination of particles distribution and the description of nucleation, particles growth, and aggregation phenomena. Due to the saturation levels achieved during the simulations, only homogeneous primary nucleation was considered. As stated in the classic theory [5], the nucleation rate was implemented as follows:

$$J(S) = \frac{2D}{d^3} \exp \left( - \frac{16\pi^2\bar{v}^2}{3k_B^2 T^3 (\ln S)^2} \right)$$  \hspace{1cm} (1)

Where $D$ is the mass diffusivity of PCL, $d$ is its molecular volume, $\gamma$ is the interfacial tension between PCL NPs and the solution, $\bar{v}$ is the PCL molecular volume, $k_B$ is the Boltzmann constant, $T$ is the temperature, and $S$ is the saturation ratio, respectively.

Considering the size of the obtained particles (i.e., lower than 1 μm) the process can be assumed as diffusion-controlled and the growth rate can be expressed as follows:

$$G(S,L) = \frac{2ShDM_w c_{eq}}{L \rho} (S-1)$$  \hspace{1cm} (2)

Where $Sh$ is the Sherwood number (equal to two), $L$ is the particle size, $c_{eq}$ is the PCL solubility, and $\rho$ is the PCL density, respectively.

Nucleation rate and growth rate were implemented in Fluent via UDF, whereas for the aggregation kernel the embedded free molecular model was used. The adjustable parameters strictly related to the investigated system (surface tension, solubility, etc…) were either derived from suitable literature models when available or tuned on the experimental data [6].

3. Results and conclusions

As shown in Fig. 2 the trend of both experimental data and Fluent results is the same; the value of the mean diameter increases with the increasing of the initial PCL concentration, thus validating the CFD model.

![Fig. 2. Comparison of the Sauter diameter $d_{3,2}$ at the T-reactor outlet between experimental data (□) and Fluent prediction (○).](image)
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Fluid flow in porous media is considered complex flow, which finds wide application in the fields of reservoir development, environmental protection, and chemical process. Therefore, it has important research significance. Fluid flow in porous media of different porosity and boundary conditions is studied in this paper. The porous media is constructed using Image Processing Technology (IPT) and Quartet Structure Generation Set (QSGS). (shown in Fig. 1). Under different porosity of porous media and pressure drop condition, fluid flow in a two dimensional channel partially filled with porous media is simulated using the block structured lattice Boltzmann method (shown in Fig. 2) on pore scale. As shown in Fig. 3, the block structured lattice Boltzmann method can successfully simulate complex flow in porous media. Furthermore, the detailed information of fluid flow in porous structure can be fully obtained. As shown in Fig. 4, within the scope of pressure drop conditions studied, the Darcy law remains valid. The relation between flux, permeability and porosity under different pressure drop is further studied. Fig. 5, shows that the flux increases with increasing porosity in both (a) and (b) under every pressure drop condition. Fig. 6, shows that the flux in porous media constructed with IPT is higher than that in porous model constructed using QSGS with the same porosity under the same pressure drop. From Fig. 7 shows that the permeability increases with increasing porosity in both (a) and (b) under every pressure drop condition. It also shows that the permeability does not vary much with changing pressure drop. In Fig. 8, we can see that the permeability of porous media constructed with IPT is higher than that of porous media of the same porosity but constructed with QSGS. Below conclusions can be drawn:
(1) The block structured lattice Boltzmann method can successfully simulate complex flow in porous media. Furthermore, the detailed information of fluid flow in porous media can be obtained.
(2) Within the scope of pressure drop conditions in study, the Darcy law remains valid.
(3) Under every pressure drop condition, both the flux and the permeability of porous media increase with increasing porosity, regardless of construction method being IPT or QSGS.
(4) With the same porosity, both the flux and the permeability models constructed by IPT are greater than those of models constructed using QSGS.

The work was supported by the National Natural Science Foundation of China (51276199) and Fundamental Research Funds for the Central Universities (No. 14CX05027A, 15CX05037A).
Fig. 3. Streamlines in porous media constructed by different methods (a) IPT (b) QSGS

Fig. 4. The relation between mean velocity and the pressure gradient (a) IPT (b) QSGS

Fig. 5. The relation between the flux and the porosity (a) IPT (b) QSGS

Fig. 6. The comparison of the flux between IPT and QSGS (a) $\Delta p=0.00982$ (b) $\Delta p=0.01965$

Fig. 7. The relation between the permeability and the porosity (a) IPT (b) QSGS

Fig. 8. The comparison of the permeability between IPT and QSGS
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Parallel channel MCHSs suffer from the problem of non-uniform flow (flow maldistribution) across channels. Flow maldistribution causes non-uniform velocity profile, which gives rise in non-uniform temperature profile due to unequal heat transfer from parallel microchannels. However, ideally it is desired that entire heat sink base should be at the same temperature in order to avoid problem of localized overheating. In the present single phase heat transfer study, effect of liquid flow maldistribution on parallel channel (15 channels) MCHS has been studied numerically using water as working fluid. The entire heat sink has been taken as computational domain; three-dimensional governing equations for both fluid flow and energy transfer have been solved by finite volume method. The non-uniformity of velocity and temperature profile; caused due to flow maldistribution have been computed by finding average velocity and average temperature across each parallel microchannel. A novel liquid distributor design, bifurcating the inlet fluid flow into two liquid inlet lines; opening at inlet plenum has been proposed. Velocity and temperature distribution results of newly proposed design have been analyzed and compared with conventional design MCHS. Proposed design is found to effectively reduce temperature and velocity maldistribution in the parallel MCHS. The effect of Reynolds number on velocity maldistribution and temperature distribution has also been investigated in the current study.
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Introduction

Blood contacting devices (BCD) such as ventricular assist devices (VADs), are widely used in the clinics to manage patients with heart failure. The fluid dynamic conditions in such devices can cause blood cell trauma and reaction such as hemolysis and platelet sensitization due to non-physiological shear stress patterns [1]. Shear-induced thrombosis due to platelet activation (PA) can cause device failure and serious post-implant complications for the patients. Flow-based assays allow to evaluate the shear-induced thrombotic risk in vitro. However, standard flow-based assays require large volumes of sample and reagents and do not allow high-throughput experiments. Furthermore, “hyper-shear” conditions and fast dynamics of shear stress patterns cannot be replicated in viscometer-based devices. As opposed, microfluidic technology can overcome these limitations and provide novel flow-based assays in which realistic flow patterns happening in BCDs can be replicated in a miniaturized microfluidic device.

Materials and Methods

In a recent numerical study [2], our group demonstrated the feasibility of designing microfluidic channels that replicate shear stress patterns experienced by platelets in VADs. Here, the same approach was used to design microfluidic channels (Fig. 1, left panel) that replicate a relevant shear stress pattern of the Heart Assist V (MicroMed Technology Inc., USA) VAD (Fig. 1, right panel). PDMS microfluidic platforms were fabricated through standard soft-lithography (Fig. 2, right panel).

Results

PAS values obtained in the in vitro tests are shown in Fig. 2 (right panel). Results are normalized with respect to a positive control obtained by sonicating the GFP sample. The 0 time point corresponds to the baseline PAS level of non-stimulated GFP samples. An increasing trend of activation was observed between 0 and 40 passages, while a quasi-plateau behaviour was observed from 40 to 72 passages, suggesting that a limit of platelet activation was reached at longer exposure time. This result is in accordance with the model of PA in stenosed vessels proposed by Boreda and co-authors [4] that would predict a non-linear trend of PA with respect to exposure time.

Conclusions

The study demonstrated the feasibility of using microfluidic platforms to perform shear-induced tests of PA under dynamic and VAD-like shear flow conditions. The shear-induced thrombogenic potential of a platform emulating a representative shear stress pattern of the HA5 VAD was characterized. In future experiments, on chip tests of PA will be performed and shear stress patterns of different devices will be compared. Platforms will be also used to test the effect of different anti-platelet drugs.
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Polymer electrolyte membrane fuel cells (PEMFC) are electrochemical devices that directly convert the chemical energy of hydrogen into electricity. PEMFC devices have been long investigated for applications in the automotive industry, thanks to their intrinsic characteristics of high power density, virtually zero direct emission of pollutants and fast start-up. Nevertheless this technology is still facing some issues hindering widespread diffusion, among which the availability of distributed hydrogen infrastructure and the cost of PEMFC stacks [1]. Economic analysis of PEMFC indicates that a significant part of the cost is due to the use of precious metals in the electrodes. State-of-Art catalyst layer (CL), in fact, uses Platinum or Platinum alloys to promote the sluggish electrochemical oxygen reduction reaction (ORR) that takes place at the cathode:

\[
\frac{1}{2} O_2 + 2H^+ + 2e^- \rightarrow H_2O
\]

The reduction of Platinum loading is one of the major objectives of PEMFC research, but a tough task to achieve, since State-of-Art low Platinum CLs suffer sluggish oxygen transport that significantly impacts system power density [2]. Mass transport resistance in PEMFC is the resultant of several components, at least: convection in channel distributors, molecular diffusion in porous media, Knudsen diffusion in the CL macro-pores and transport into primary catalyst pores flooded by electrolyte.

The scope of this work is to get insights into the mass transport phenomena taking place in H₂-PEMFC. The methodology is a modelling analysis based on a commercial computational fluid dynamics (CFD) code to interpret experimental data.

1 Modelling

A model of PEMFC has been developed in ANSYS Fluent environment. The geometry of the model is reported in Figure 1. The polymer membrane guarantees ionic contact and electric insulation between anode and cathode electrodes. Anode and cathode electrodes are both composed of the CL (approximately 10 µm thick) and the gas diffusion layer (GDL), that is a 175 µm thick porous layer that guarantees even distribution of reactants over CL and electrical contact. A square channel on each side distributes reactants and removes the produced water.

The following physical phenomena are implemented in the model, with respect to mass transfer analysis:

1. Molecular diffusion with Stefan-Maxwell equation to consider multicomponent diffusion;
2. Knudsen diffusion in the approximately 50 nm pores of the CL;
3. Flooded agglomerate model (FAM) to account for oxygen transport in the electrolyte flooded pores of the CL;
4. Water transport across the electrolyte membrane, regulated by electroosmotic drag and diffusion;
5. Laminar flow in the channel distributors.

Modelling of polarization curves and electrochemical impedance spectra (EIS) is carried out in the present work.

Fig. 1. View of the PEMFC domain. 1) Gas diffusion layer, 2) catalyst layer, 3) polymer membrane.

2 Experimental

Experiments have been carried out on commercial membrane electrode assembly (MEA). Polarization curves and EIS have been performed in H₂/O₂ and H₂/Air configuration. Additional tests have been carried out at low oxygen concentration (5%) with different dilutants (N₂ or He) to get further information on mass transport mechanisms. Electrochemical active surface has been estimated by cyclic voltammetry.

3 Results

The preliminary results are reported, while a detailed validation of the model is in progress. The analysis of mass transport carried out in the present work indicates that there is a dominant Knudsen effect in the CL that hinders mass transport. Simulation of EIS is also carried out to get further insights into the oxygen transport mechanisms and the impact on performance. Comparison of CFD results with simplified 1D and 2D models is also performed, evidencing experimental cases where the use of reduced models is appropriate.
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Abstract Energy conserving dissipative particle dynamics (DPDe) simulations are carried out to study the water flows in a squared lid-cavity when the bottom wall temperature is set as the temperature below the freezing point. The DPDe model employed in the present study has the ability to experience the water/ice phase transitions. The simulations are performed in a two-dimensional solution domain where the DPDe particles representing water are randomly distributed. The domain is surrounded by solid walls with the bounce back boundary condition where a constant velocity is applied only at the top wall. The temperature boundary condition at the side walls are considered to be either isothermal or adiabatic. A set of the water flow simulations with freezing conditions are implemented and the effect of ice layer on the velocity profile in the domain is discussed.
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1. Introduction
Liquid experiences a phase change, or phase transition, when its temperature becomes below a certain temperature. This phenomenon is called freezing. The freezing phenomena at the nanoscale has become a topic of significant interest because of its importance for several engineering applications, such as proton exchange membrane fuel cells (PEMFCs) experiencing a crucial performance degradation under freezing conditions due to the ice formation. Since it is very difficult to conduct experimental measurements at the nanoscale, numerical simulations have been utilized to better understand the details of the phenomena at such small scales.

We currently performed a set of simulations using energy conserving dissipative particle dynamics (DPDe) method to study the water freezing phenomenon in a microscale parallel-plate channel. This study showed a difference between the DPDe simulation and the analytical study [1]. In the present study, the water flows under a freezing condition in a squared lid cavity is investigated using the DPDe method and the effect of ice layer on the velocity profile in the domain is discussed.

2. Methodology
The DPDe method is a coarse-grained version of molecular dynamics. This method was introduced by Español who ensured the energy conservation of the DPD method by adding the energy equation [2]. It is on the basis of pair-wise momentum and energy interactions with surrounding particles. The water temperature dependent properties and its freezing phenomenon was modeled by employing the models introduced by Li et al. [3] and Willemsen et al. [4], respectively. The details of these model and the original DPDe method [2] are not shown here but can be found elsewhere [1-4].

A set of the DPDe simulations is performed in a two-dimensional solution domain having a length of \( L = 40 \) on a side, of which the schematic is shown in figure 1. The DPDe particles representing water are randomly distributed in the domain with the number density \( \rho = 4 \). The domain is surrounded by solid walls with the bounce back boundary condition where a constant velocity, \( U \), is applied only at the top wall. The bottom wall has a constant temperature \( T_1 = 0.85 \) which is below the freezing temperature,

![Figure 1. Schematic of the solution domain.](image-url)
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(a) IW case     (b) AW case
Figure 2. Velocity vectors in the solution domain.
(Dashed line: Ice-water interface)

Figure 3. $u/U$ and $v/U$ profiles at $y/L, x/L = 0.5$.

$T_1 = 0.91$ [1]. The temperature of the top wall, $T_2$, is set to be constant at 0.95. There are two simulation cases: One has the side walls with the constant temperature, $T_2$, (IW) while the other case has adiabatic side walls (AW). The constant wall velocity, $U$, is set as 3.25 in such a way that the Reynolds number becomes 10.

According to the dimension analysis introduced by Li et al. [4], the unit length in the DPDe scale corresponds to 11 nm that leads to $L = 440$ nm. Also, the temperatures, $T_1$, $T_1$, and $T_2$ are calculated to be 0, -18 and 12°C, respectively.

For all the simulation cases, the velocity field is first equilibrated with $T_2$, and then $T_1$ was applied at the bottom wall, at which the time was set to be zero ($t = 0$).

3. Results and discussion
Figure 2 shows the velocity vectors in the solution domain when the growth of the ice layer stopped for (a) IW and (b) AW cases, respectively. As can be seen in this figure, ice layer is formed on the lower side of the domain for both cases. It is observed that there is a difference in the layer shape between the two cases due to the difference in temperature boundary condition. Accordingly, a moderate distinction in the velocity distribution between the two cases is observed.

In order to further investigate the difference in velocity field between the two cases, the velocity profiles in the middle of the solution domain in both $x$- and $y$-directions are plotted in Figure 3, where $u$ and $v$ denote the local velocity in $x$- and $y$-directions, respectively. Fig.3(a) presents the change in the profiles as time advances for the IW case. As can be seen in this figure, there is not distinct change in the $u/U$ and $v/U$ profiles between $t = 10$ and 800. Thus, it seems that the ice layer does not affect the flow in the cavity for this case. In the meanwhile, Fig.3(b) shows a visible difference between $t = 10$ and 2000 for the AW case. This is obviously due to the ice layer. However, it is still unsure what is dominating factor influencing the velocity profiles, which will be further investigated in the future research.

4. Conclusions
In this study, a set of DPDe simulations were performed for the microscale squared lid-cavity flows under a freezing condition. The results showed that the effect of ice layer formed on the bottom wall arose for the adiabatic side-wall case where the constant temperatures, 0.95 and 0.85, were set on top and bottom walls, respectively.
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Abstract

Condensation of water vapor is an everyday phenomenon which plays an important role in power generation, thermal management, chemical processing and water harvesting. Realizing dewetting of droplets spontaneously on solid rough surfaces is quite challenging, it is becoming a key research topic in many practical applications which require highly efficient removal of liquid. This article focuses on growing and dewetting of microdroplets on superhydrophobic substrates owning two-tier (micro and nano) roughness under condensation situation. A moist ambient environment are employed, which allowing a systematical study of growth processes, wetting transitions, as well as jumping behaviors of condensation microdroplets by using optical microscopy.

We report spontaneous dewetting of condensed microdroplets (< 10 µm) on superhydrophobic substrates owing to excellent superhydrophobicity at the nanoscale and the geometrical topologies at the microscale. Moreover, three dewetting modes are observed. We not only develop a theoretical expression which can be utilized to predict the Laplace pressure of the droplet with no fitting parameters, but also construct an explicit model which links the critical size of the droplet, and the spacing and height of the micropillars. Our experimental and theoretical results indicate that further decreased value of Laplace pressure on the top side of the individual droplet leads to instability, and subsequently a surprising spontaneous dewetting without any external force. We further reveal that the spacing of the micropillars is essential for determining the critical size of the droplet for dewetting. We have to emphasize that the contact angle hysteresis of the material/structure systems plays an essential role accounting for the motion of the droplets, only if it is further suppressed and overcome, the spontaneous dewetting can be realized effectively. Thus, the design of devices with not only highly efficient removal of water but also highly enhanced heat transfer performance in real applications can be inspired by our ideas.

FIG. 1. Dropwise condensation on one of the two-tier substrates, which corresponds to \( L = 3 \) µm, \( S = 4.5 \) µm and \( H = 5 \) µm. Droplets with lighter color means a direct contact on the substrate among the neighboring pillars. On the contrary, droplets with darker color means a non-contact with the substrate, in other words, such droplets attach the side or on the top of the micropillars.

FIG. 2. Three types of wetting transition modes on the two-tier substrates \( (L = 3 \) µm, \( S = 4.5 \) µm and \( H = 5 \) µm). (a) Mode – 1: Time evolution of the diameter of an individual droplet during condensation (blue squares), in which the growth rate is scaled as \( D \sim t^{0.47} \) (the red line). The inset covers \( t \leq 10^9 \) s in log-log graph. The inserted frames along the growing processes correspond \( t = 20 \) s, \( 10^9 \) s, \( 110 \) s, \( 133 \) s and \( 134 \) s, respectively. There are a wetting transition at \( t = 109 \) s and a jump at \( t = 133 \) s. (b) Mode – 2: A wetting transition results from merging of two isolated droplet marked as 1 and 2. (c) Mode – 3: A wetting transition results from a flying droplet from other place, i.e. droplet-2.
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I. Introduction
Inspired by Nepenthes pitcher plants, Lubricant-impregnated surfaces are surfaces with lubricant infused in the textures which forms a slippery interfaces. With excellent super-slippery and robust properties, lubricant-impregnated surfaces have wide potential practical applications such as self-cleaning, drag reduction and antifouling.

In this paper, droplets motions on six different slippery lubricant-impregnated surfaces are investigated. The surfaces are PDMS surface with no textures, surface with micro-pillar textures and surface with micro hole textures, denoted as SmoothS, MPS and MHS respectively.

II. Experimental setup
Measured by microscope, the morphologies of the surfaces are shown in Fig.1.

![Fig. 1. Microscope images of lubricant-impregnated surfaces with (a) no textures, (b) micro-pillar textures, (c) micro holes.](image)

Each lubricant-impregnated surface is immersed into silicone oil sufficiently, and then dipped into deionized water to remove the excessive silicone oil. To testing the stability of the surfaces, they are rinsed under the tap for 5 minutes, and marked as SmoothS, MPS and MHS respectively. Detailed properties of the surfaces are shown in Table 1. In Table 1, a is the length of the pillar/hole, s is the space between two pillars/holes, and h is the height of the textures.

Contact angle and sliding angle were measured by contact angle meter (JC2000CD1), with a 10μL water droplet.

As shown in Table 1, the contact angle of the SmoothS, MPS and MHS surface are quite close (about 97°). This indicates that a layer of oil is on the surface, and the contact angles are mainly influenced by the contact angle between water and silicon oil. When the oil layer is removed (i.e., surfaces rinsed under the tap), the contact angles became different and the MPS surface has the largest contact angle. For the sliding angle, the surfaces with an oil layer (MPS surface and SmoothS surface) have quite lower sliding angle than others, which is between 5~15°. The MPS surface has the lowest sliding angle before and after the rinse, which indicates that the prompt microstructures will enhance the slippery property and make it lasts longer. Meanwhile, the sliding angle of the MHS surface is even larger than the SmoothS, which means the micro textures may have bad effect on the slippery property too.

<table>
<thead>
<tr>
<th>Surface</th>
<th>Textures</th>
<th>Textures’ Size</th>
<th>Contact Angle</th>
<th>Sliding Angle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Common PDMS</td>
<td>-</td>
<td>-</td>
<td>88.9±1.0°</td>
<td>-</td>
</tr>
<tr>
<td>SmoothS</td>
<td>-</td>
<td>-</td>
<td>96.2±0.6°</td>
<td>14°</td>
</tr>
<tr>
<td>SmoothS’</td>
<td>-</td>
<td>-</td>
<td>92.3±4.3°</td>
<td>40°</td>
</tr>
<tr>
<td>MPS</td>
<td>Micropillar a=18μm, s = 14μm, h=20μm</td>
<td>-</td>
<td>97.7±0.6°</td>
<td>9°</td>
</tr>
<tr>
<td>MPS’</td>
<td>Micropillar a=18μm, s = 14μm, h=20μm</td>
<td>-</td>
<td>129±3.1°</td>
<td>30°</td>
</tr>
<tr>
<td>MHS</td>
<td>microhole a=20μm, s = 30μm, h=20μm</td>
<td>-</td>
<td>97.1±0.8°</td>
<td>70°</td>
</tr>
<tr>
<td>MHS’</td>
<td>microhole a=20μm, s = 30μm, h=20μm</td>
<td>-</td>
<td>88.3±3.2°</td>
<td>-</td>
</tr>
</tbody>
</table>

To investigate the detailed motion of the droplet on these surfaces, Particle Image Velocimetry (PIV) technology was used to capture the internal velocity distribution of water droplets on different lubricant-impregnated surfaces, as shown in Fig. 2. The rotating base (marked as 1 in Fig. 2) is fixed at 10 degrees, which is a typical slipping angle for MPS and MHS surfaces.

![Fig. 2. Measurement of droplet rolling on surface by PIV](image)

III. Results and Discussion
Velocity fields for a common PDMS surface and six lubricant-impregnated surfaces are calculated and shown in Fig. 3, together with their PIV images. The base angle was fixed at the sliding angle for each surface. For the surface with no sliding effect (common PDMS and MHS’), the base angle was fixed at 30° (same as the sliding angle of MPS’). Comparing with the one with
no lubricant infused, higher sliding velocity under the same base angle was observed on the lubricant-impregnated surfaces.

As shown in Fig. 3, the vectors inside the droplet in Fig. 3 (b) (c) (d) are relatively uniform (compare with Fig. 3 (a)), and are parallel to the base surface. These means the droplet is sliding on the lubricant-impregnated surface with a slip velocity on the base surface, which is quite different from the rolling motion of the droplet on a superhydrophobic surface.

IV. Conclusion
Large slips were observed on the lubricant-impregnated surfaces. The mechanism of the differences in the droplet motion is linked with the state on the interface. For a lubricant-impregnated surface with proper micro textures, a thin layer of lubricant is sustained on the interface, which can bring excellent slippery properties. In our experiment, lubricant-impregnated surface with micro pillars has the best slippery performance while the one with micro holes has the worst slippery performance. Micro textures on the surfaces have effects on the morphology of the lubricant droplets, which can affect the slip on the interface a lot.

Foundation: National Natural Science Foundation of China (No. 11272176)
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Abstract The present paper describes the application of the time-resolved micro-Particle Image Velocimetry (μ-PIV) technique for resolving the two-dimensional flow field at the mid-plane of isolated contracting mesenteric rat lymphatic vessels in vitro. The aim was to develop an experimental protocol for accurately estimating flow parameters with high spatial and temporal resolution. A custom light source was developed, utilising high-power light-emitting diodes (LEDs), as well as associated control and image processing software. Image analysis was performed with PIV cross-correlation algorithms and was facilitated by custom vessel wall detection algorithms. Flow velocity, flow rate and shear stresses were estimated allowing for extraction of pressure volume curves. The results demonstrated the successful application of the micro-PIV technique in lymphatic vessels and yielded quantitative data on their contractile behaviour not previously reported.
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1. Introduction

The vessels of the lymphatic system exhibit vasomotion, that is, periodic distension or constriction of the vessel wall in response to fluidic and/or chemical stimuli. The active contraction of these vessels generates flow by displacing fluid through a series of non-return valves [1].

The scope of this work was to interrogate the flow field in lymphatic vessels during their active contraction in vitro using the time-resolved micro-Particle Image Velocimetry (μ-PIV) method [2, 3], with the aim of establishing flow rates, wall shear stresses and other derived quantities of interest within those vessels. Previous attempts to study flow in lymphatic vessels relied on cells as flow tracers, which necessitated certain assumptions on the nature of the velocity profile [4]. Moreover, those studies assumed that the radial wall motion is negligible compared to the axial fluid velocity, which has implications when resolving the instantaneous flow field within these vessels. The present μ-PIV apparatus was based around a custom LED light source capable of resolving the 2D velocity field without the need for such assumptions.

2. Materials & Methods

Rat mesenteric lymphatic vessels were isolated from adult rats. The vessels were placed in a vessel chamber in an albumin-enriched physiologic solution. Two reservoirs were used to adjust the input and output pressures. The flow was seeded with neutrally buoyant mono-disperse polystyrene micro-particles 1 μm in diameter.

The vessels were illuminated by a single, high-power LED source via fibre-optic cable and the μ-PIV optics configured to capture the flow field in the mid-plane of the vessel (Fig. 1). The minimum period between light pulses was of the order of 5 μs.

A series of images at 20x magnification was acquired with the aid of a high-speed
CMOS camera. Synchronization of camera and light source was achieved with LabVIEW software and a multifunction DAQ device.

The images were processed using a PIV cross-correlation algorithm in Matlab R2012b using the open-source toolbox PIVlab [4]. Custom edge-detection algorithms were implemented to locate the vessel wall.

3. Results

The system proved to be capable of resolving flows throughout successive contraction cycles, revealing some insights into the relationship between lymphatic vessel contraction, volumetric flow and wall shear stress. An example of a velocity flow field is shown in Figure 2, from which data the corresponding Pressure-Volume relationships during vessel contraction may be obtained.

The results challenge the assumptions of Hagen-Poiseuille velocity profile and negligible wall radial velocity. Finally, speculation that recirculation occurs around lymphatic valves has now been confirmed quantitatively.

4. Conclusions

This study demonstrates, for the first time, the ability of the micro-PIV system to resolve the flow field in collecting lymphatic vessels and valves during contraction in vitro. Unlike previous results, the method employed here yields detailed quantitative information about the flow field without any assumptions having to be made a priori, including fluid velocity, pressure distribution and wall shear stresses. Moreover, the system may be adapted for use in situ or ex vivo, provided sufficient optical access is available and a suitable route of particle administration is identified.

Although micro-PIV is used primarily for fluid flow measurements, optical-based systems such as the one developed here may be employed for cell trafficking studies or tracing fluorescently-tagged macro-molecules of physiological importance with minor modification.
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The understanding of basic mechanisms involved in cell differentiation and tissue generation and maturation remains a great challenge in the field of tissue engineering [1]. In vitro cardiac models therefore are potent tools to investigate in an economically sustainable way stem cell regulatory mechanism of cardiac differentiation and mature myocardium tissue development [2]. In this regards, we present an innovative micro-bioreactor designed to provide cells with a controlled biomimetic environment that allows the culture of three-dimensional cardiac constructs under biochemical, electrical and mechanical stimulations.

Materials and Methods

The biomimetic platform consists of three different functional elements: (i) a culture chamber divided in a central channel for 3D cell-laden hydrogel confinement between two arrays of posts and lateral media channels; (ii) a pressure-actuated compartment, providing constructs with a cyclic mechanical compression; and (iii) a couple of stainless-steel (120μm in diameter) electrodes. The micro-bioreactor design was optimized through finite element (FE) modeling, in terms of electric fields distribution and current density intensity. The platform was experimentally characterized by recording the electric current flowing between electrodes in both mono and biphasic stimulating waves (5V/cm amplitude, 2ms duration, frequency 1Hz).

Preliminary cellular validation was performed culturing human bone marrow stromal cells (hBMSCs) embedded in fibrin gel under electrical stimulation with biphasic waves (0.6V/3V amplitude, 2ms duration, 1Hz), evaluating cellular viability and preferential orientation. Furthermore, to investigate the ability of the platform on guiding tissue maturation, we are currently studying the effect of mechanical and electrical stimulation on neonatal rat cardiomyocytes (NRCMs).

Results

The configuration of the micro-bioreactor provides cell-laden hydrogels with a highly controlled biomimetic environment. FE analysis indeed demonstrated that constructs are subjected to uniform electric field and current density, being about 5V/cm and 60mA/cm respectively. Such results were confirmed by experimental characterization, showing that the platform allowed transmitting correctly the electric significant signals for cardiac development, allowing for long-term stimulations. The electrical system, entirely integrated in the platform during the fabrication process, could also be exploited to pace culturing constructs with the aim to evaluate maturation level and beating performances. BMSCs cultured up to seven days showed high viability under electrical stimulation and started to exhibit a preferential orientation coherent with electric field direction (Fig 1).

Preliminary results on NRCMs showed positive effects on constructs in terms of electrical connections (Cx43), spontaneous and synchronous beating, and expression of proteins characterizing cardiac maturation (Myosin Light Chain2, Sarcomeric-α-Actinin) (Fig 2).

Conclusion

The micro-bioreactor allows the evaluation of biochemical, mechanical and electrical stimulation effects, alone or in their combinations, on guiding stem cells differentiation towards a cardiac phenotype and on inducing cardiac tissue maturation. Considering its peculiar ability to combine a 3D microenvironment with electro-mechanical stimuli, the platform represents a promising tool for generation of 3D human cardiac micro-tissues in vitro models, enabling to study cardiac response to in vivo-like stimulations and in perspective to conduct preclinical drug screening, possibly on a disease’ patient specific basis [3].
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Introduction

Cartilage is a tissue with poor intrinsic regeneration capacity. Human bone marrow-derived mesenchymal stromal cells (hBM-MSCs) constitute a promising cellular source to treat chondral defects, due to their readily availability, intrinsic tissue-repair capacity and immunomodulatory effects. However, the translation of hBM-MSC-based tissue engineering (TE) approaches into clinical practice is still limited by a poor control over stable chondrogenic differentiation of hBM-MSCs [1]. Deep efforts have been recently focused in elucidating the right sequence of instructive factors able to sequentially guide hBM-MSCs towards a stable chondrogenic phenotype. To accomplish this requirement, the development of reliable and physiologically relevant in vitro models is mandatory to screen the effect of key morpho-regulatory factors on hBM-MSCs commitment. Towards this aim, organ-on-chip technologies and microfluidics hold great potentialities for the generation and analysis of cartilaginous “proto-tissues” models in vitro, directly integrating high-throughput screening and live imaging capabilities.

In this study, we exploit a high-throughput microfluidic platform as a tool for screening the combinatory role of specific pathways inhibitors/enhancers in stabilizing the chondrogenic phenotype of hBM-MSCs.

Materials and methods

A microfluidic platform, designed to generate and culture 3D stem/progenitor cells as perfused micromasses (PMMs) [2], was exploited as in vitro model to study hBM-MSCs chondrogenesis.

The platform consists of a serial dilution generator (SDG, blue in Fig.1) and a 3D culture region (red in Fig.1). Patterns of different combinations/concentrations of morphogens are generated through the SDG and delivered to downstream culture units, each comprised of 10 cubic microchambers (side 150µm). Two different SDG layouts were exploited: a logarithmic configuration to screen soluble factors over a wide concentration range, and a linear layout for finer tunings within narrower concentration windows.

Primary hBM-MSCs were seeded within the microfluidic platform as previously described [2]. Upon seeding, hBM-MSCs entrapped within the microchambers were cultured under mild perfusion of serum free medium supplemented with specific morphogens.

Results and discussion

Within few hours from the seeding, hBM-MSCs generated spherical micromasses (77±15cells, Φ=56.2±3.9µm) by undergoing spontaneous condensation. Interestingly, the presence of TGFβ (10ng/ml) from the beginning of the culture was demonstrated to be mandatory for the achievement of a robust and compact cell condensation, as depicted in Fig.2a.

Investigation on hBM-MSCs PMMs chondrogenic potential were then directed culturing them under perfusion of TGFβ1-based medium. Immunofluorescent analyses demonstrated overtime up-regulation of collagen type-II from day7 to day14. After two weeks, expression of collagen type-X, an early marker of hypertrophy, was also detected, confirming that hBM-MSCs chondrogenic state is only transiently present under traditional culture conditions (Fig.2b). Investigations are ongoing within this platform to assess the combinatory role of specific pathways inhibitors/enhancers in stabilizing the obtained chondrogenic state of hBM-MSCs.

Conclusions

We exploited a novel microfluidic platform for 3D stem cell micromasses culture as in vitro models of chondrogenesis. This “cartilage-on-chip” platform enables a high-throughput exposure of hBM-MSCs proto-tissues to exogenous factors and is compatible to live cell imaging and monitoring. It thus represents a powerful in vitro tool towards the definition of robust approaches for stable cartilaginous tissue regeneration.
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Abstract Ultrasonic levitation is used in applications such as in the field of engineering, chemistry and medicine. In addition to the magnetic and electrodynamic levitation the acoustic or ultrasonic levitation is more and more used in technical applications. Levitation refers to a technique that describes a steady, non-contact positioning of solids and liquids. It is well understood if the carrying fluid is a gas. This work deals with the investigation of the applicability to liquids. Usually, the necessary load capacity is generated by means of standing waves in the carrier fluid. The principle of standing waves works very well for wide gap ranges. If the gap between the ultrasonic horn and the body decreases, a steady pressure field ceases to exist. The levitation mechanism is then based on the inertia effects of a liquid film under the influence of a pressure field. Here, the gap size is in the range of a few micrometers or in a range where the small gap theory applies like for example in journal bearings. Hence, a modified Reynolds equation can be formulated to describe the fluid dynamics. Again, solutions have been presented by various authors for ultrasonic levitation in gaseous media based on the small gap analogy. The work on hand expands this approach and shows the application for ultrasonic levitation in liquids and narrow gaps. The article presents the theoretical analysis of hydrodynamics compared to the numerical CFD simulation and an experiment. The numerical results include images of complex flow structures and pressure distributions in the gap. In summary, the numerical model expands the scope for the numerical simulation of flows in small gaps under the influence of ultrasound excitation.
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1. Introduction

For small gap width the levitation mechanism is based on the inertia effects of a liquid film under the influence of a pressure field. Figure 1 illustrates the schematic setup.

The clearance between ultrasonic horn tip (diameter $D$) and the fixed wall is defined by $H_0$. The gap is fully filled with water. The horn tip is oscillating with a defined frequency and amplitude which results in a time-depending gap width $h(t)$. Furthermore, the combination of frequency and amplitude together with the small gap width can lead to cavitation in the gap region.

2. Experimental and numerical setup

Figure 2 shows a photography of the experiment. The ultrasonic horn is submerged in water, and the clearance $H_0$ between the tip end of the horn and the top surface of the fixed wall is varied from 0.01 mm to 0.75 mm by means of a linear motion guide for accurate positioning. The distance between the tip end
of the horn and water surface is always 10 mm. The outer diameter \( D \) of the horn is 28 mm at the tip end. The transducer is operated at resonance frequency of approximate 22 kHz. The standoff distance is measured with an LVDT sensor. For force measurements a scale is placed underneath the glass vessel.

![Experimental setup](image2.png)

Fig. 2: Experimental setup

The numerical simulations were performed using the software OpenFOAM. The numerical code is based on the finite-volume method and solves the compressible, transient Navier-Stokes equations together with the continuity equation.

\[
\frac{\partial \rho \mathbf{u}}{\partial t} + \nabla (\rho \mathbf{u} \mathbf{u}) = -\nabla p + \nabla (\mu \nabla \mathbf{u}) \tag{1}
\]

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0 \tag{2}
\]

A homogeneous equilibrium model with a two-phase mixture approach including a barotropic equation of state is applied to describe both, a second phase and the phase change. The relation of pressure and density is formulated by eq. (3) and the volume fraction \( \gamma \) of the two phases is calculated by eq. (4):

\[
\frac{D \rho}{Dt} = \Psi \frac{Dp}{Dt} \tag{3}
\]

\[
\gamma = \frac{\rho - \rho_l}{\rho_v - \rho_l} \tag{4}
\]

where \( \rho \) is the mixture density, \( \Psi \) is the compressibility, \( p \) the pressure and \( \rho_v, \rho_l \) the liquid and vapour saturation density.

Fig. 3 shows the volume mesh of the fluid film between the ultrasonic horn and the fixed wall. An axis-symmetrical model is appropriate to describing the geometry under investigation most efficiently.

![Numerical model](image3.png)

Fig. 3: Numerical model

3. Results

The Fig. 4 displays the comparison of numerical simulation results and measurement data obtained by the experiment. The curves show the force acting on the fixed wall opposite to the ultrasonic horn vs. the gap width. The applied amplitude (peak to peak) is 7.9 \( \mu \)m. For a moderate gap from 0.75 to 0.1 mm both the calculated and measured forces are in close proximity to zero. If the gap is less than 0.1 mm, the acting force increases significantly.

![Force calculation under variation of amplitude and gap width](image4.png)

Fig. 4: Force calculation under variation of amplitude and gap width

The work on hand shows the application for ultrasonic levitation in liquids and narrow gaps.
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Abstract In the miniaturisation of two-phase heat exchangers, micro-evaporators and micro reactors tremendous progress has been made. However, the benefits do not always overtake the concerns. Of course, decreasing the channel diameter leads to an increased surface-to-volume ratio and higher heat transfer. Next to shorter residence times, this miniaturisation leads to light-weight, compact and disposable equipment. But most often the reliability of the system is a big showstopper. Therefore, for a successful application design extra attention must be paid to minimise the fouling of the system. A novel strategy to enhance the system stability and to reduce fouling is the creation of a thin gas blanket between the wall and the fluid, so-called “contact-less boiling”. This bubble cushion of heated gas limits direct contact of liquid and wall and reduces the explosive growth rate of the vapour bubbles. Earlier studies showed indirectly the presence of such a layer, in this study first visualisations have been made of the existence of this bubble cushion.
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1. Introduction

Through the last decades fascinating progress has been made in the miniaturisation of two-phase heat exchangers, micro-evaporators and micro reactors. However, the pros not always appear to outweigh the cons. Of course, decreasing the channel diameter leads to an increased surface-to-volume ratio and higher heat transfer. Next to shorter residence times, this miniaturisation leads to light-weight, compact and disposable equipment. But the reliability of the systems is often the showstopper. For a successful application design extra attention must be paid to fouling and thermo-mechanical management of the system. In addition, some physical processes occur that limit the performance. These issues are addressed in the present study that utilizes so-called “contactless boiling” as a cure in a way described shortly.

In micro-channels, the importance of the capillary forces is high as compared to body forces and inertia, which causes a high probability of channel blockage [1]. Even explosive vapour bubble growth [2] with large pressure fluctuations [3] and flow instabilities [4] is observed. Fouling is obviously determined by the deposition and entrainment rates of particles at the wall. The heated wall of a micro-evaporator may act as a catalyst leading to fouling accumulation and undesired chemical reactions. This causes uncontrolled behaviour of the micro evaporator over time [5].

A novel strategy to enhance the system stability and to reduce fouling is the creation of a thin gas blanket between the wall and the fluid. This bubble cushion limits direct contact of liquid and wall and reduces the explosive growth rate of the vapour bubbles. Combined thermal and pressure measurements in a porous conical channel gave indications for the existence of a bubble cushion [6]. The present study reports our initial findings on the existence and stability of this bubble cushion in a dedicated visualization test set-up.

2. Bubble cushion stability

The stability of the bubble cushion relates to its ability to withstand any detachment and sliding forces. The main attaching forces of a gas bubble is the surface tension force at the contact line [7].

$$F_{\text{attach}} = \left[ \pi D_{\text{initial}} \sigma \sin \theta \right]_{\text{surface}}$$

The main intrinsic detachment forces are the
buoyancy and the pressure excess over the bubble contact area [7].

\[ F_{\text{attach}} = \left( \rho_{\text{liq}} - \rho_{\text{gas}} \right) g V_{\text{bub}} \] 

The above mentioned forces are normal to the wall. A gas bubble can remain attached by adjusting its shape such that the attaching forces compensate the detaching forces. Since the bubble is pinned to the cavities of the porous wall, its contact line is fixed. A force balance is obtained by changing the contact angle (Fig 1).

It is reasonable to assume that a similar shape adjustment allows to compensate for parallel or sliding detachment forces of the same order of magnitude. A typical force obtained by shape adjustment for small bubbles (order 10 µm) is in the order of 1 µN. This corresponds to several mbar pressure variation over the small bubble.

3 Experimental setup

The test set-up to visualize the bubble cushion consists of a porous block with on top a thick glass cover, in which a 2.0x1.5mm² flow channel is made, and with a pressurized air chamber underneath (Fig. 2).

Air is pushed through the porous wall to create the bubble cushion. The other three walls allow visualization. With a thin laser sheet and a high-speed camera (10 000fps) the bubbles at the wall are visualized.

4 Results and discussion

By changing the air pressure in the pressurized chamber the size of the bubbles at the porous wall is controlled (Fig. 3). If the air chamber is at atmospheric conditions some small bubbles are still observed in the form of immobile white dots. Without overpressure no bubbles are observed (photograph at -0.4 barg). At 1.0 barg overpressure some big leakage bubbles spoiled the visualization occasionally.

![Figure 3 – Visualization of bubble cushion for various air pressures inside the pressurized air chamber.](image)

The observed bubble size ranges from 10µm to 30µm, depending on the overpressure applied in the air chamber. This corresponds nicely to the size estimated from the heat transfer reduction in the round porous channel experiment [6]. Further results will be presented and analysed.
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Abstract The micro-fluidized bed represents a novel means of significantly enhancing mixing and mass and heat transfer under the low Reynolds number flows that dominate in microfluidic devices. This study experimentally evaluates the mixing performance of a micro-fluidized bed and the efficiency improvements it affords over the equivalent particle-free system. The dye dilution technique coupled with standard top-view image analysis was used to characterize the mixing in a 400 x 175 μm² polydimethylsiloxane (PDMS) Y-shaped microchannel. The mixing performance is strongly affected by the bed voidage with the optimal operating voidage of around 0.8, at which the energy efficiency of mixing is maximized. Overall, the micro-fluidized bed can provide mixing efficiencies up to four times greater than those in the particle-free channel.
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1. Introduction

Chemical micro-process technologies are a relatively new concept in chemical engineering considered to be a promising way of achieving process intensification [1]. Mixing is an essential part in chemical processing influencing overall performance of such technologies. However, a flow in micro-devices is almost universally laminar and transport is dominated by molecular diffusion which limits mixing at micro-scale. Many micro-mixer technologies have been developed to overcome this limit and to achieve good mixing within reasonable time and length scales [2, 3]. Ultimately, all proposed micro-mixing methods lead to increase in the pressure drop (energy consumption), so one should take both mixing quality and energy consumption into consideration when selecting a micro-mixer.

The micro-fluidized bed (μFB) [4-6], which is essentially fluidization of micro-particles in sub-centimeter bed, can provide enhancement of mixing, mass and heat transfer for micro-devices due to chaotic motion of fluidized particles. This study experimentally evaluated the mixing performance of a micro-fluidized bed showing good potential for application in microfluidics and micro-process technologies context.

Fig. 1. Ratio of μFB and Y-mixer mixing index at different volumetric flow rates. The fluidized particles were 30 μm glass spheres.

2. Results and discussion

We used a mixing index [3], defined as the ratio of variances of mixed and un-mixed state images, to characterize the mixing quality in a 400 x 175 μm² polydimethylsiloxane (PDMS) Y-shaped microchannel. Fig. 1 shows that the
micro-fluidized bed was found to yield up to a four times improvement in mixing quality compared with the particle free channel (Y-mixer) in a creeping flow regime (Re number between 0.01 and 0.1).

![Graph showing energetic mixing efficiency vs specific power dissipation and fluidized bed voidage.](image)

Fig 2. Energetic mixing efficiency as a function of (a) specific power dissipation and (b) fluidized bed voidage.

Kockmann et al. [7] introduced the mixing effectiveness factor taking into account both mixing quality and power consumption to evaluate micro-mixers. Our results (not shown here) indicate that micro-fluidized bed at lower flow rates (voidage) is not as effective as an empty channel, but at higher flow rates it can offer up to four times larger mixing effectiveness factors. Furthermore, we calculated the energetic efficiency of mixing as used by Falk and Commenge [8] for micro-mixer comparison. Although only about 2-3 percent of the total power input is effectively used for mixing, similar to other types of complex micro-mixer [8] and indeed in previous study on mixing in μFB [9], direct comparison with empty channel (Y-mixer) shows again up to 4 times larger energy efficiency at similar specific power consumptions as shown in Fig. 2a.

However, Fig. 2b shows that the voidage is critical in performance of μFB mixer with energy efficiency comparable to Y-mixer at lower voidage at the same power dissipation as already implied by the mixing effectiveness results. The optimum voidage for operation of the micro-fluidized bed is found to be around 0.8, in agreement with prediction, ε_{max} = n/(n-1), from macroscopic fluidized beds experiments [10] as the Richardson-Zaki exponent is n ≈ 5 in our case [4, 5]. In conclusion, μFBs have potential in the process intensification context but the operating voidage is crucial on its energy efficiency performances.
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The subcooled flow boiling for a long time is perceived as one of the most effective ways of removal of large heat fluxes due to a large temperature difference and presence of boiling in the flow. The phenomenon found application in various areas of technology where efficient cooling is required. An example of such application is nuclear reactor cooling, cooling of neutron generators used in treatment of tumors, testing of materials, cooling of electronic equipment or cooling of gas turbine nozzles. Understanding of the physics of local boiling in subcooled liquids flowing inside heated channels is still unsatisfactory. A number of papers in the literature are devoted this issue but the complexity of the process makes the analysis of the issue very challenging. Numerous models have been developed to predict the heat transfer rate during subcooled flow boiling. These models can be generally divided into two categories: purely empirical correlations for heat flux calculations or the formulas based on mechanistic models. The empirical models express the wall heat flux or partitioning of the wall heat flux. Empirical correlations for heat transfer coefficient are used for expressing a particular wall heat flux partitioning. Such correlations, on the other hand, are generally limited to particular flow conditions. Hence empirical correlations do not include modeling of the heat transfer mechanisms. On the other hand, the mechanistic models can determine particular heat flux components individually. Usually two main aspects of the problem are studied, firstly, the inception of subcooled boiling and its distance from the inlet of the channel and, secondly, heat transfer from the wall to fluid. Hence empirical correlations for wall heat flux partitioning can only provide information regarding how the wall heat flux is to be partitioned. They cannot be used for the prediction of the wall heat flux itself. The mechanistic models, on the other hand, which are based on the relevant heat transfer mechanisms occurring during the boiling process, have the capability for individual determination of each of the relevant heat flux components. Hence the mechanistic models can be used for both the prediction of the wall heat flux and the partitioning of the wall heat flux between the liquid and vapor phases. An excellent review of literature on the topic of empirical correlations for heat flux, empirical correlation for partitioning of wall heat flux and mechanistic models for prediction of wall heat flux and partitioning can be found in Warrier and Dhir [1].

The objective of the present work is to devise a model for calculation of the convective part of heat transfer coefficient in subcooled flow boiling developed on the basis of energy dissipation in the flow. The approach belongs to the group of mechanistic approaches to determination of the contribution of convective heat transfer in subcooled flow boiling. The resultant model is a modification to the saturation flow boiling developed earlier by the authors, presented in detail in [2-3]. In addition the heat flux due to evaporation has been determined. In the original approach the heat transfer coefficient in the saturated flow boiling was devised in terms of the simpler modes of heat transfer namely the single phase heat transfer and pool boiling heat transfer as well as a two-phase flow multiplier, which is a distinct feature of the model. The beginning of the process of flow boiling modeling was referenced to the forced convection value in the liquid only flow. Such approach is not physically correct, as the boiling process starts not from the equilibrium quality equal zero, but earlier when the bubble nucleation is developing on the wall. Therefore the model presented in the following attempts to determine the reference heat transfer coefficient for the saturated flow boiling in terms of the value taking into account the subcooled flow conditions. In authors previous papers [2-3], concerning saturated flow boiling, we used the heat transfer coefficient for the liquid single-phase flow as a reference level, due to the lack of the appropriate model for heat transfer coefficient for the subcooled flow boiling. Therefore that issue was a fundamental weakness of the model developed in earlier approaches. The purpose of present investigation is to fulfill this drawback.
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Abstract Suspended micro channel resonators (SMCs) consist of hollow resonant structures containing an embedded u-shaped micro fluidic channel. The confinement of the fluid inside the resonator allows real time detection of liquid compounds in air or in vacuum, while the device quality factor remains almost unaffected. Quality factor of conventional cantilevers immersed in fluid monotonically decreases as the fluid viscosity increases. On the other hand SMCs exhibit a non-monotonic energy dissipation as the fluid viscosity is increased or decreased. In this work we present a fully three dimensional modal analysis of the fluid structure interaction (FSI) problem to predict the quality factor dependence on fluid properties. The reliability of our model is demonstrated through literature comparison of analytical model and experimental results.
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1. Introduction

Nanomechanical resonators have demonstrated great capabilities in life-science label-free sensing applications, such as detection of viruses and single molecules [1]. Frequency stability and high quality factor are both fundamental to optimize the device performances. Operating with biological samples usually involves immersing the resonator in a liquid environment, which yields a deterioration of the device sensing performances due to a coupling between the mechanical resonant structure and the surrounding viscous fluid. This, in turn, decreases the quality factor of the resonator by several orders of magnitude, and also affects its resonance frequency. An alternative approach is the use of suspended microchannel resonators (SMRs) [2], which consist of hollow resonant structures containing an embedded u-shaped micro fluidic channel. The fluid is thus confined inside the resonator, allowing for real time detection of liquid compounds while the device quality factor remains almost unaffected. Quality factors up to 15000 have been demonstrated and a mass sensitivity of 1 attogram (10⁻¹⁸ g) in 1 kHz bandwidth has been achieved [3].

In this work we focus on the fluidic contribute to the dissipation of SMRs as a function of fluid properties, in particular viscosity. Theoretical studies and experimental results have shown that these devices present a non-monotonic energy dissipation as the fluid viscosity is increased or decreased [4].

![Fig. 1. a) Schematic of SMCs device. The u-shaped microfluidic channel is embedded in the cantilever. b) Experimental data showing the non-monotonic dependence of the quality factor on the fluid viscosity [4]. Only the fluid contribution is shown.](image-url)

As shown in Fig. 1.b), the quality factor reverses its trend twice as the viscosity increases, revealing alternating regimes of increasing and decreasing dissipation. This is in contrast with conventional cantilevers immersed in fluid, where the quality factor monotonically decreases as the fluid viscosity increases. The reason of this behavior stems...
from the shearing of the fluid on the microchannel walls due to inertial effects of the viscous boundary layer at the fluid-solid interface.

2. FEM Model

In order to study the properties of the beam resonator we carry out a fully three-dimensional modal analysis of the fluid structure interaction (FSI) problem. We use the Arbitrary Lagrangian Eulerian formulation to tackle the coupled problem and in particular we derive a linearized version of the equations assuming small perturbations. The viscous effects of the fluid are retained in the analysis. Therefore, it is possible to accurately compute the quality factor of the beam from the damping ratio obtained within the modal analysis. The device under exam is a silicon cantilever 210 µm long, 12 µm thick and 33 µm wide. The suspended microfluidic channel, centered on the neutral axis of the resonator, is 8 µm thick and spans the entire length of the cantilever. The quality factor for the first mode of resonance is simulated for several viscous compressible fluids. In order to take into account the contribution of the viscous boundary layer to the damping, a mesh refinement in proximity of the micro-channel walls is performed.

3. Results and discussion

In this paper we investigate the effect of dynamic viscosity on the quality factor of a suspended micro-channel resonator. The reliability of our model is demonstrated through a comparison with theoretical and experimental results found in literature [4, 5]. We vary the viscosity up to 60 mPa-s, taking into account the fluid compressibility.

Our FEM model is in good agreement with experimental data and exhibits a more accurate fit compared to the analytical model already proposed by Sader et al. [4, 5]. In addition, the FEM model allows to predict and calculate not only the resonator quality factor and frequency, but also fluidic properties such as bulk modulus and bulk viscosity.

Future work will be done to complete the validation of the model at higher viscosities, up to 1000 mPa-s. At high viscosity regimes the inertial effects are minimum and the flow induced by the beam oscillation is dominated by the fluid viscous contribute. Also, the viscous boundary layers at the top and the bottom walls of the channel overlap, requiring a finer discretization of the fluidic volume which results in a higher computational cost.

Upon validation across a wider range of viscosities, the FEM model will be used as a tool to investigate the properties of non-newtonian fluids in the MHz frequency range.

Fig. 2: Comparison between FEM model, experimental measurements and analytical data [4, 5]. The FEM model gives a good prediction of the fluid contribution to the quality factor in function of the fluid viscosity, up to 60 mPa.s.
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Abstract Focusing behavior of 15 µm and 20 µm fluorescent polystyrene microparticles were examined over a broad range of channel Reynolds numbers. The effect of curvature on particle focusing and separation was also carefully assessed by measuring particle migration either towards or away from center of the curvature as Reynolds number increased. The goal of this study is further analyzing the decoupled effects of inertial forces and dean drag forces on microparticles of different sizes in curvilinear microchannels with a rectangular cross section geometry.
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1. Introduction
Focusing microparticles using microfluidic systems has been essential in efficient separating, encountering and detecting. A passive, continuous and size-dependent focusing phenomenon called “inertial microfluidics”, which takes the advantage of hydrodynamic forces, is implemented in this study to sort the microbeads (Amini et al., 2014; Carlo, 2009; Di Carlo et al., 2007; Kuntaegowdanahalli and Bhagat, 2009). In this work, we have developed continuous, high throughput, label-free and parallelizable size based particle separation in a specific symmetrical curved channel. Our design allows occupying the same footprint as straight channels, which makes parallelization possible with sufficiently parallel optical detection integration as well as achieving high efficiency similar to spiral channels. This feature is also useful for ultra-high throughput applications such as flow cytometers with the advantages of reducing cost and size.

2. Experimental Setup
PDMS microchannels were fabricated using the Soft Lithography technique. For each experiment, fluorescently labelled particles were diluted in DI water (0.01 % wt) and particle suspensions were filled in a 60 mL plastic syringe and injected into the microfluidics device at flow rates ranging from 100 to 3000 µl/min using a syringe pump. The device is mounted on an inverted phase contrast microscope (Olympus IX72) equipped with a (12-bit) charge coupled device camera. ImageJ software was used for image processing.

2. Results and Discussion
A typical PDMS microfluidics chip consists of one microchannel design with one inlet, and three outlets with a diameter of 1 mm each.

Fig. 1. Microchannel dimensions and decouple effect of inertial and dean drag forces on particles (left)
Experimental setup (right)
The height of the microchannel is 91 µm, while the width and radius of curvature are 350 µm × 800 µm, respectively. The whole chip comprised of 11 curvilinear geometries, each having the radius of curvature of 800 µm with an angle of curvature of 280 degrees. The total chip length was 9.75 mm. An illustration of the device is provided in the Fig. 1.

As the angle of the curvature increases, the dean flow becomes stronger so that the intensity of the secondary flow proportionally depends on the angle of the curvature. Accordingly, a sudden rotational change (between the inner and outer wall) leads to a better separation efficiency rather than serpentine channels where the angle of curvature is 180°. Due to the sudden change in the channel curvature (inner wall rearranges as the outer wall), the direction of dean vortices change so that particle location is disturbed as the particles move through to centerline from the outer wall.

At low ReC numbers, no focusing line has been observed, and particles are in uniform alignment throughout the microchannel. Increasing ReC number results in formation of single focusing line at the centerline along the microchannels. With a further increase in ReC number, a transverse motion of particle stream is observed. Our results show that transverse motion of particle stream can be seen at lower flow rates for 15 µm particles (Fig. 2). The central steak of 15 µm particles shifts towards to the channel wall, while the steak of 20 µm particles is still close to the centerline at ReC ~ 140 (Fig. 3). Taking the advantage of this behavior, at optimum ReC numbers (140-150), efficient separation can be achieved.

Our results show that focusing of particles at a single equilibrium position can be obtained through a sufficiently augmented curvature angle and separation capability for 15 and 20 micron particles is high at ReC ~140-150.
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Fig. 2. Microparticle focusing behavior in microchannel with different Flow Rates in transition region (A) 20 µm particles (B) 15 µm particles

Fig. 3. Particle streak position lines of 15 µm and 20 µm particles for different channel Re numbers in transition region.

Fig. 1. Device Illustration
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It is observed that the demand for energy is increasing every year, therefore in parallel to the technological development, new or rather at least better ways of energy use are scrutinised. Efficient heat production and distribution are very important from the economical and natural resources depletion point of view. Therefore an extensive research and development has been performed especially in technical applications. Hence the problems of high heat fluxes removal are of great significance. This is the reason why this new challenges require high efficiency system components, especially highly efficient and compact heat exchangers. It is known that in the case of recuperators the convective heat transfer coefficients on both sides of partition are the most crucial in determination of the overall heat transfer and directly influence their capacity. It is also important to bear in mind that the overall heat transfer coefficient is always lower than the highest value between both mentioned convective heat transfer coefficients. Therefore a special care has to be exercised to the heat transfer conditions on the weaker side of partition.

In literature numerous descriptions of heat transfer intensification techniques can be found [1]. Generally speaking all methods can be divided into active (requiring additional energy), passive (no additional energy, but the intensification is attained by surface extension or introduction of surface modifications) and combined (parallel application of active and passive methods or various passive ones). Due to the requirement of additional energy in the case of active methods, they are very often applied in the phase change processes, however their control is rather difficult. In the case of passive methods of heat transfer intensification the effect can be obtained by surface extension (e.g. fins) or by increasing the convective heat transfer coefficient (e.g. flow turbulization).

Among the heat transfer enhancement techniques the implementation of microjets technology into the recuperators can be regarded as innovative. In effect application of such method ensures significantly higher values of heat transfer coefficients as the consequence of generated fluid microstreams impinging on the heat transfer partition, separating hot and cold fluids. Laminar fluid film on the partition is locally disturbed by mentioned fluid streams. It is especially very attractive for the system, in which the heat is transferred between gas and liquid, gas and condensing vapor or gas and boiling liquid. On the gas side the values of heat transfer coefficient are significantly lower, limiting the efficiency of recuperation. That, due to the microjets can be improved. Microjet heat exchangers feature high performance, especially at low media flow rates and low temperature differences between them.

In the paper the original cylindrical heat exchanger with microjets is introduced. Its novel construction is an "in-house" patented design [2]. The systematic experimental analysis of the prototype heat exchanger will be described especially from the point of view of such parameters as the heat transfer effectiveness, heat transfer rates, overall heat transfer coefficients and pressure drop. The heat transfer coefficients were determined on the basis of the Wilson plot method [3], which is the most suitable for heat exchangers of complex geometry.

The thermal-hydraulic characteristics of novel heat exchanger were compared with the prototype plate microjet heat exchanger (patented design developed by Plata [4]) as well as commercially available typical plate heat exchanger. The direct comparison of the thermal and flow characteristics between mentioned units was possible due to the assurance of equivalent conditions during the experiment. Equivalent conditions mean the same volumetric flow rates and the same media temperatures at the inlet of heat exchangers in the corresponding measurements’ series. The comparison was done for the single-phase convective heat transfer in the water-water and water-ethanol configuration. Presented results showed high performance of the discussed microjet heat exchanger.

In subsequent studies the heat exchanger design will be optimized with respect to the length of nozzles. In Authors’ opinion the novel construction is a good proposal for broadly defined thermal engineering applications.
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With an aim to enhance the mixing of two fluids in a microfluidic channel, we have designed Y type micromixers with various obstacles capable of mixing at low Reynolds numbers which also includes a novel design of an obstacle shaped like a water droplet to break-up and combine fluid flows. The flow field is numerically simulated using the COMSOL multiphysics software by incorporating the obstacle in a Y type micromixer. The main result is that, for a Reynolds number between 4 and 400, vortex shedding phenomenon is observed: vortices of variable strengths are generated and distributed across the channel resulting in more contact area between the fluids (Fig. 1 and Fig. 2 are representative).

![Fig. 1. Vortex shedding in Y Channel with cylindrical Obstacle](image1)

![Fig. 2. Vortex shedding in Y Channel with water drop obstacle](image2)
The Effect of Asymmetry on Micromixing in Curvilinear Microchannels
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Abstract. The aim of this study is to compare contribution of Dean Vortices to the efficiency of micromixing in curvilinear microchannels with and without width shift using varying flow rates. While micromixing of Phenolphthalein and Sodium hydroxide (NaOH) in 70 wt% ethanol solution was investigated at various Reynolds and Dean Numbers. Due to curvilinearity and width shift, sudden changes in the direction and magnitude of Dean Vortices generate enhanced mixing with a safer and contamination free platform offering high mixing capabilities for the biochemical and pharmaceutical industry.  

Keywords: Advection mixing, Chaotic mixing, Passive micromixer, Dean Vortices, Curved Microchannels  

1. Introduction  
Genetic analysis, biochemistry analysis, chemical synthesis are some of many applications, in which micromixing devices find applications (Vilkner et al., 2004). Considering microfluidic devices, active micromixers may have the upper hand in mixing effectiveness compared to passive micromixers. As the literature indicates, active micromixers may reduce the mixing length (Junghun Cha et al., 2006). However, the simplicity of passive micromixer fabrication processes combined with good efficiency and room for potential improvement in the field shifts the passive ones toward the center of attention. The experiments were conducted in this study to reveal whether the asymmetry in width improves or hinders the efficiency of a passive micromixer, which will offer some insight for future studies and applications.  

2. Experimental Setup  
Soft Lithography technique was used to fabricate the PDMS microchannels illustrated in Fig.1. The experiments were conducted with two transparent 70 wt% ethanol/water solutions of Phenolphthalein and Sodium hydroxide (NaOH) because while they are transparent in aqueous solutions their mixture results in a fuchsia color giving an opportunity to visualize the mixing efficiency even with a monochrome camera. Solutions were filled in two 60 mL plastic syringes and injected into the curvilinear micromixer.
device at flow rates varying from 100 to 3000 µl/min using a syringe pump. Visualization of the experiment was carried on an inverted phase contrast microscope (Leica DM IL LED) equipped with a 12 bit Phantom High Speed Camera V 310. Image processing was done with ImageJ software.

3. Results and Discussion

Two microchannel configurations were considered in the experiments, one having an asymmetry in width of 450-600 µm and one having width of 450 µm. Asymmetrical channel has a height of 87 µm and the reference channel has a height of 88 µm. The radius of curvature of the channels is 800 µm. The novelty of this study lies in the analysis of the asymmetry with microchips having an angle of curvature of 280 degrees.

For both micromixers, the curvilinear geometry introduces Dean Vortices, which play the essential role in mixing. As the flow rate increases Dean Force dominates the flow, while the sudden change in curve direction alters the direction of the Dean Vortices resulting in an effective micromixing. As can be seen from Fig.2, experimental data indicate that curved passive micromixers with asymmetrical width result in a better mixing performance compared to ones with a constant width. The comparison was made visualizing near the outlet to better assess the mixing efficiency in a stabilized stream. Black regions refer to fully mixed regions. As the color intensity goes to white, the mixing ratio gradually decreases to zero. The data show that for the given flow rates, the asymmetrical micromixer with a smooth width shift from 450 to 600 µm surpasses the micromixer with the constant width of 450 µm at every turn.
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Abstract. Important parameters affecting single- and two-phase heat transfer of nanofluids are shape, material and average diameter of nanoparticles, fraction ratio and stability of nanofluid, surface roughness and fluid inlet temperature. In this study, the effect of inlet temperature of water based alumina nanofluids is investigated at a mass fraction of 0.1% for hydrodynamically developed and thermally developing laminar flows with Reynolds numbers of 650, 1000 and 1300, in a microtube.
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1. Introduction

Nanofluids are the dispersions of the nanoparticles having the average diameter of 1-100 nm in convectional liquids, such as water, ethylene glycol, engine oil, refrigerants and/or proper mixture of mentioned base fluids (Choi and Eastman, 1995).

There are already many studies on nanofluids in many applications. For example, Naraki et al. in their experimental study on car radiator by CuO/water nanofluids investigated the effect fraction ratio and nanofluid inlet temperature (Naraki et al., 2013). According to their results, increasing the fraction ratio up to 0.4 vol.% leads to an overall enhancement in heat transfer and conversely, increasing the nanofluid inlet temperature from 50°C to 80°C had a negative effect on heat transfer. In Ravisankar et al. study on tractor radiator, the same trend was observed (Ravisankar et al., 2015).

In our previous study (Karimzadehkhoei et al., 2015), convective heat transfer coefficients of water based gamma-Al₂O₃ nanofluids was investigated at the same constant inlet temperature. In this study, the effect of inlet temperature was investigated for a weight fraction of 0.1% of for Reynolds numbers of 650, 1000 and 1300.

2. Experimental Setup and Nanofluid Preparation

The experimental test setup, shown in Fig. 1, consists of a syringe pump, microtube with inner and outer diameters of 889 and 1067 micrometer, respectively, heated length of 11.5 cm and 4 K-type thermocouples located at different locations. Local heat transfer coefficients were calculated at different Reynolds numbers, heat fluxes and fluid inlet temperatures.

Spherical γ-Al₂O₃ nanoparticles with an average diameter of 20 nm were added to the distilled water (DI), for preparing the nanofluids. A weight fraction ratio of 0.1%
was achieved by adding nanoparticles to a mixture of base fluid and SDS as surfactant with concentration of 2500ppm and by performing sonication and stirring for at least an hour.

3. Results, Discussion and Conclusion

According to the initial results, shown in Fig. 2a, at a lower Reynolds number, 650, and lower heat flux, 117 kW/m², a small increase in heat transfer of nanofluid (NF) in comparison to pure water can be seen at the entrance of test section by increasing the fluid inlet temperature from 19 to 31°C, which may be explained by the increase in the nanofluid conductivity. However, this difference decreases longitudinally, which could be as a consequence of nanoparticle agglomeration during heating at a lower flow rate. At higher Reynolds numbers, it can be observed that coefficients are remain the same or deteriorated relative to the pure base fluid results, as the fluid inlet temperature increased to 31°C (Figs. 2b-c).

In conclusion, according to the results, local heat transfer of nanofluids deteriorates relative to the base fluid with the increasing the fluid inlet temperature from 19 to 31°C, which is in good agreement with the literature (Naraki et al., 2013; Ravisankar et al., 2015), while the opposite is true for low flow rates. More studies are needed for fully understanding the effect of nanofluid concentration and Reynolds number at higher inlet temperatures.
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1. Purpose
Point of care diagnostics aimed at low-resource settings need to be relatively simple, robust and low-cost. The most commonly-used diagnostic platform in these settings for the detection of non-nucleic acid chemical biomarkers are lateral flow assays (LFAs). These tests are easy to administer, low-cost, require only small volumes of patient sample for operation, and can generate a visual result in less than 30 minutes. While LFAs have proven highly effective for Plasmodium falciparum – a malaria parasite - case management, their relatively high limit of detection makes them unable to diagnose asymptomatic carriers [1]. Mechanistically, this means that while there are signal particles at the LFA test line, there are not enough of them to generate a signal visible to the human eye. To get around this limitation, a variety of LFA reader technologies have been developed to identify the presence of signal particles at the LFA test line at concentrations below the visual threshold of the human eye. One technology in particular exploits the optical absorption properties of LFA signal particles composed of colloidal gold by illuminating the particles at the test line with laser light emitted at the particles’ plasmonic resonance frequency [2]. This approach has the potential to generate a signal distinguishable from the background signal when the concentration of colloidal gold particles at the LFA test line is significantly lower than the visual threshold concentration. In this presentation, we describe efforts to characterize the performance limitations and opportunities of this method using a first-principles computational model that couples the output from optical Monte Carlo (OMC) simulations to a finite element model for simulating the absorptive heating effects of the colloidal gold nanoparticles on an LFA strip during laser illumination.

2. Methods
The transfer of optical energy to thermal energy within the LFA is a complex process due to the absorptive properties of the gold signal particles and the multilayered nature of LFA’s, where each layer has unique optical absorption and scattering characteristics. A desire to understand the limits of performance of the laser illumination approach amongst this complexity motivated the creation of a first-principles computational model that couples and simulates optical and thermal phenomena. The model simulates light propagation and absorption within the LFA materials using an established Monte Carlo approach, and heat transfer due to optical absorption and thermal/convective transport using COMSOL Multiphysics (see Figure 3). The resulting model enables the efficient exploration of important questions about the performance capabilities of the laser illumination approach, and enables the exploration of ‘what if’ scenarios that would otherwise take significant time to explore at the bench top.

3. Results
To be filled-in when we receive internal approval for publication, by 12/11/2015.

4. Conclusions
To be filled-in when we receive internal approval for publication, by 12/11/2015.
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Abstract We study the transient dynamics of a viscous liquid contained in a narrow gap between a rigid surface and a parallel elastic plate. The elastic plate is deformed due to an externally applied time-varying pressure-field. We model the flow-field via the lubrication approximation and the plate deformation by the Kirchhoff-Love plate theory. We obtain a self-similarity solution for the case of an external point impulse acting on the elastic plate. We examine a distributed external pressure, spatially uniform and linearly increasing with time, acting on the elastic plate over a finite region and during a finite time period, similar to the viscous-elastic interaction time-scale. The interaction between elasticity and viscosity is shown to reduce by order of magnitude the pressure within the Hele-Shaw cell compared with the externally applied pressure, thus suggesting such configurations may be used for impact mitigation.
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1. Dynamics due to external point impulse

We study the transient dynamics of a viscous liquid contained in a narrow gap between a rigid surface and a parallel elastic plate. The elastic plate is deformed due to an external time-varying pressure-field applied perpendicular to the plate. We focus on configuration consisting of a shallow geometry, small ratio of transverse plate deformations to viscous film height, small Womersley number, negligible solid inertia and negligible membrane effects. Under the assumptions given, the upper elastic plate dynamics are governed by the Kirchhoff-Love equation and the viscous liquid by the lubrication approximation. Normalizing and combining the equations together with the no-slip and no penetration boundary conditions, we obtain a governing equation in terms of the pressure

\[ \frac{\partial P}{\partial T} - \nabla^2 P = \frac{\partial P_e}{\partial T} \]  

where \( P_e \) is the external pressure. We focus on the viscous-elastic time scale, where there is no effect from the boundaries, thus prescribing \( P(X \to \infty) \to 0 \).

We utilize the Green function for (1), in its Fourier integral form, and the symmetry of the transformation argument, thus converting it into a Hankel integral. We Express the Bessel function in a series form and integrate to obtain a closed form self-similar expression

\[ G = \Psi(\eta), \quad \eta = \frac{|X|}{1}, \]  

\[ \Psi(\eta) = \frac{1}{12\pi} \left[ -9\eta^4 \Gamma \left( \frac{2}{3} \right) 0 \int \frac{1}{3} - \frac{2}{3} \frac{1}{3} - \frac{4}{3} \frac{1}{3} - \eta^6 \right] \left[ \frac{81}{4} \eta^4 0 \int \frac{4}{3} \frac{1}{3} \frac{1}{3} \frac{5}{3} \frac{1}{3} - \eta^6 \right] \]  

While the function presented can be used by convolution to obtain a general solution, more insight may be obtained from a solution for the case of \( P_e = \delta(X)\delta(T) \). This may be achieved without convolution by applying a time derivative on the green function equation to obtain an equation equivalent to (1). Thus, the pressure-field due to a unit point impulse is

\[ G_p = \frac{\partial G}{\partial T} \]  

2. Impact mitigation and response dynamics to external pressures

We examine an external pressure, evenly distributed on a disk of radius \( L_e \), linearly increasing in magnitude with respect to time until \( T_e \) and than decreases linearly until vanishing at \( 2T_e \), with a total impulse of 1. Convolving the external pressure with \( G_p \), denoting \( \eta_{T,e} = \frac{L_e}{6T_e^{1/6}} \) and dividing by \( P_e \) yields the ratio of pressures at
the center for \( T \leq T_e \)
\[
P(X=0,T) = \frac{P_e(T)}{P_e(T_e)} = \eta_{Le}^6 G_{(2,1)}^{(4,1)}(\eta_{Le}^6)
\]
(4)
where \( G_{(2,1)}^{(4,1)} \) is the Meijer G-function. Eq. (4) is presented in Fig. 1a. Three distinct periods are evident: I. An initial period, \( 2.5 \leq \eta_{Le} < \infty \), where the fluidic pressure closely follows the external pressure. II. The interval, \( 0.5 \leq \eta_{Le} \leq 2.5 \), shows small oscillations of the pressure ratio going from mitigation to amplification and vice versa, and III. The period \( 0 \leq \eta_{Le} \leq 0.5 \) where mitigation occurs and grows with time.

Fig. 1b shows the ratio of pressures at the time where maximal external pressure is reached (i.e. \( T_e \)). From Fig. 1b, it is evident that for any width of external pressure \( L_e \), mitigation may be achieved if the application time is sufficiently long. Specifically, for the case of \( L_e = 0.1 \), mitigation of more than 90% is obtained for external pressures applied over the period of \( 2T_e = 10^{-3} \) or greater.

3. Experimental Verification
Experiments were conducted to illustrate and verify some of the theoretical results. The experimental setup (see Fig. 1a) consists of a 5mm width Polyurethane rubber plate floating over a 6mm silicon-oil film. The center of the plate is deformed due to application of a linear actuator connected to a load cell measuring the force applied on the elastic plate. The radial deformation profile created during force application is sampled by a laser profilometer. The theoretical deformation is obtained by convolution of the external force application over the period of \( 2T_e = 10^{-3} \) or greater.

![Figure 1](image1.png)

Figure 1. The liquid pressure at \( X=0 \) divided by the external pressure during application period as a function of the non-dimensional parameter \( \eta_{Le} \) (a), and the time maximal magnitude of external pressure is reached \( T_e \) (b).

![Figure 2](image2.png)

Figure 2. (a) Illustration of the experimental setup. (b) Experimental (markers) and theoretical (smooth lines) deformation \( d \) vs. \( r \) at \( t=0.4s \) (red), \( t=0.6s \) (blue) and \( t=0.8s \) (yellow), during the application of the external force \( f_e \). The insert in part (b) shows force measurements \( f_e \) vs. time \( t \).
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1 Motivation and research concept
The nanofluids become a study subject of many research groups due to their properties and possible applications, e.g. heating of the buildings, solar absorption, energy storage, industrial cooling applications, friction reduction, nanodrug delivery, transportation, etc. [1]. Their properties differ from the common fluids, therefore they can be applied to improve existent processes and also in new areas. One of the possible applications is related to the heat transfer intensification [2]. Going toward the higher heat fluxes transfer the nanofluids appeared as the promising working fluid due to changes of base fluid physical properties. The Authors goal is to verify if the magnetic field will improve transfer of the high heat fluxes by the low concentration nanofluids. To obtain this aim the experimental analysis of nanofluid fundamental behavior under the influence of magnetic field was undertaken. The studies seem to be promising, taking into account the heat transfer control by magnetic field in the case of one-phase paramagnetic fluids [3-4]. Some of the previous results regarding the nanofluids behaviour in the magnetic field were published in [5].

2 Experimental procedure
Experimental cubical enclosure was located in the superconducting magnet (able to generate magnetic gradients about 900 T2/m) test section. The strong magnetic gradients can change the flow of weakly magnetic fluids, therefore, the specific location of the enclosure was chosen in accordance with their maxima. Temperature of heated and cooled copper walls was measured by six thermocouples, whereas the temperature of fluid was measured by thermocouples placed inside the enclosure in the vicinity of wall. Examined fluids were nanofluids with base fluid (distilled water) containing Cu/CuO nanoparticles of 40-60 nm diameter. The concentrations of nanofluids were 0.0112, 0.056 and 0.112 vol.%, which correspond with 0.1, 0.5 and 1 mas.%, respectively. The working fluids had diamagnetic properties and in consequence the interaction of gravitational and magnetic buoyancy forces was, in each case, very complex. The analysis of heat transfer and flow structure were done with utilization of the recorded temperature signals. Two aspects were investigated: how (1) the heat transfer and (2) flow structure changed in the applied conditions. For these purposes the Nusselt number and Fast Fourier Transform analyses were performed.

The nanofluids are the media, which are very difficult to handle during the experiment. The difficulties start from the preparation step, are going through their opaqueness and are finalizing in their stability. The first and last problems were solved, however the opaqueness is one of the major obstacles. Therefore, the analysis method was based on the temperature measurement signal, its fluctuation. Passive scalar spectra in the isotropic and anisotropic form in the turbulent fluid flow with the power law was shown in [6]. Such analysis would define the range of characteristic flow type appearance (i.e. inertial-convective or viscous-convective ranges). It is valuable information, because it helped to indicate if the magnetic field had an influence on the flow or not, even if it would not be directly measured. Reorganization of the flow structure would be taken as a proof of such influence.

From the other point of view the FFT method helped to analyze the flow due to the appearance of periodic structures. The impact of magnetic field manifested through the changes of frequency or strength of such structures. The most important for future applications analyzed aspects was the heat transfer enhancement as the result of magnetic field operation, estimated by the Nusselt number.

3 Results
Various examples of spectral and heat transfer analysis were presented. The reorganization of the flow due to the magnetic field action was found. However, there was no clear tendency that higher concentration showed higher impact of magnetic field. The same conclusions could be pointed out for the heat transfer analysis. It was found that interpretation of heat transfer data is very difficult due to the complex forces system. The experimental analysis will be continued to obtain the description of analyzed aspects and answer the question, if the heat transfer phenomena is the result of only structure reorganization or also fluid properties.
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Abstract
This study focuses on the dynamical behavior of a droplet immersed in a matrix liquid subject to a simple shear flow. Theoretical and phenomenological models are able to predict the droplet deformation assuming that both fluids are Newtonian in the steady state. However, the droplet shape and orientation can be quantified by numerical methods without this limitation. In this work a multiple-relaxation-time (MRT) lattice Boltzmann method, which uses a forcing term and a recoloring algorithm to realize the interfacial tension effect and phase separation respectively, is developed to simulate the deformation and breakup of a three-dimensional droplet of non-Newtonian power-law fluid in a Newtonian matrix fluid when subjected to a simple shear flow. This method is first validated against the theoretical predictions, experimental and numerical data available in literature by the simulations of the droplet deformation and breakup for the power-law index n=1, i.e., Newtonian fluid. It is then used to systematically study the impact of capillary number, viscosity of the matrix fluid, and the geometry confinement on the deformation and breakup of the non-Newtonian droplet over a wide range of power-law index (0.2<n<2). We find that the non-Newtonian effects can significantly affect the droplet dynamical behavior, thus quantitatively modifying the dependence of the deformation parameter and the orientation angle on the capillary number, viscosity of the matrix fluid, and the confinement ratio. In addition, the phase diagrams that describe the dependence of the critical capillary number (above which the droplet breakup occurs) on the confinement ratio are established for both shear-thinning and shear-thickening droplets, and their results are quantitatively compared.
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In order to stop bleeding, platelets adhere to the site of injury and plug the opening. Platelet adhesion is mediated by various factors and proteins, including von Willebrand factor (VWF). VWF molecules are long chains, which comprise a number of VWF dimers bound to each other [1]. The conformation of VWF polymer is such that in the absence of shear stress, the polymer is globular, thus hiding adhesive sites of VWF A1-domain to platelet Glycoprotein Ib or collagen. When VWF is under sufficient shear stress, the chain opens up, as illustrated in Figure 1, making the interaction of the A1-domain with Glycoprotein Ib or collagen possible.

In case of an injury, VWF A1 and A3 domains bind to collagen in the extracellular matrix of the endothelium and become immobilized [2]. Furthermore, blood flow exerts shear stress onto bound VWFs such that the polymers stretch. Consequently, the platelet Glycoprotein receptors can bind to the A1 domains of VWFs. Binding of platelets to the immobilized VWFs reduces their velocities to much lower values than those in blood flow [3] and leads to their firm adhesion to an injured wall. This process is called primary haemostasis.

Interestingly, when the shear flow is stopped, the bonds disappear and the network dissolves in the solvent fluid. This reversible adhesion has been experimentally observed in Ref. [5].

Under blood flow conditions, VWF and platelets migrate towards vessel walls through a process called margination. The margination phenomenon has been experimentally found for platelets [2], and results in a higher concentration of platelets near the wall in comparison to that in the bulk of blood flow. This migration effect is mediated by red blood cells, which fill the center of the vessel, leaving a thin red-blood-cell free layer near the wall, and force platelets into that layer [2, 6]. In our computational study, we also find that VWF polymers marginate similar to platelets, which leads to a more efficient wall adhesion. Another advantage of VWF margination for the hemostatic process, which we find in simulations, is that VWF is able to stretch at lower shear rates in the red-blood-cell free layer in comparison to its stretching in a bulk fluid. This occurs due to the effect of quasi-confinement of marginated VWFs between the vessel wall and the central column of flowing red blood cells.

The adhesive bond between the VWF A1-domain and GPIIbα has two equilibrium states with respect to an applied force [4], which implies a catch-bond behavior for these interactions. This means that by increasing the force on the bond, the bond exhibits a longer lifetime. Considering the conformation-dependent activity of VWF polymers and their catch-slip bond nature, we show using blood-flow simulations that the VWF-platelet adhesion depends critically on flow conditions. Thus, when a system of VWFs and platelets is under strong enough shear flow, VWFs stretch and a VWF-platelet network can be formed (see Fig. 2). As the shear rate increases, the network grows and the bonds become stronger. Interestingly, when the shear flow is stopped, the bonds disappear and the network dissolves in the solvent fluid. This reversible adhesion has been experimentally observed in Ref. [5].
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Abstract In this study steady-state natural convection for Al\textsubscript{2}O\textsubscript{3} and CuO nanofluids inside different enclosures are numerically investigated. Natural convection is concerned due to a temperature difference between hot and cold surfaces. Rectangular and curved enclosures are investigated. The Boussinesq approximation is used to form the governing equations and the commercial software package ANSYS Fluent version 14.0 is used to numerically solve the governing equations. The temperature profiles and flow patterns for different cases are studied. Heat transfer coefficients for various Rayleigh numbers are presented for the enclosures with different nanofluid concentrations. The nanoparticles enhance the heat transfer. The heat transfer enhancement increases with increase in nanoparticle concentration. A new curved enclosure is suggested to provide highest heat transfer.
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1. Introduction

Natural convection heat transfer is widely investigated due to its importance in many engineering applications such as electronic devices, heat exchangers, MEMS devices and solar collectors [1]. Markatos and Pericleous [2] presented a computational method for laminar and turbulent natural convection in a square cavity. The results established new correlations for Nusselt and Rayleigh numbers. An inclined square cavity of air natural convection was studied by Kuper et al. [3]. The study included laminar and turbulent flows for different angles between 0°-180° and different heating conditions. For turbulent flow the standard k-ε model was applied. The results showed that Nusselt number depends on the orientation of the cavity. Ref. [4] numerically studied steady laminar convection in rectangular enclosures heated from below and cooled from above. The aspect ratio in the model was changed between 0.66 and 8 and Rayleigh numbers varied between 10^3 and 10^6. Dimensionless correlations were obtained for heat transfer rates.

Nanotechnology is a new topic to enhance heat transfer by using nanoparticles in the base fluid. Many applications nowadays used this technique which is aimed to enhance the thermal conductivity of the fluid [5]. An experimental study [6] was performed to study fluids with nano-sized solid particles inside a horizontal cylinder heated from one end and cooled from the other. The results showed that the deterioration is dependent on concentration, material and geometry of particles. This study shed light on the nanoparticles and more investigations have to be done to understand the physical phenomenon. A numerical study [7] analyzed the effects of inclination angle of 0°-120° on natural convection in enclosures filled with Cu-water nanofluid. The finite-volume method was used to solve the governing equations. The results showed that increasing copper nanoparticle concentrations enhanced heat transfer with respect to the base fluid but the effect of these particles on Nusselt number was more pronounced at lower Ra values than at higher Ra values. An experimental study was performed by [8] to study natural convection heat transfer for vertical square enclosures of different sizes with Al\textsubscript{2}O\textsubscript{3} nanoparticle concentrations ranging from 0.1% - 4% dispersed in water. The results showed enhancement in heat transfer about 18% at a low nanoparticle concentration of 0.1 %. Another study was performed by [9] using the SIMPLE-C algorithm to solve the governing equations. The study investigated natural convection in square enclosures differentially heated at the sides using alumina-water nanofluids with temperature dependent physical properties. The volume fractions of the nanofluid ranged from 0 to 6%. The heat transfer was enhanced with increasing nanoparticles till an optimal value. The present work aims to study steady-state natural convection for two different nanoparticles inside different enclosures.

2. Numerical method

The Boussinesq approximation was used to form the governing equations and the finite volume based solver ANSYS Fluent 14.0 was used to
numerically solve the steady-state continuity, momentum and energy equations for Newtonian fluids. The model of the two-dimensional curved enclosure was shown in Fig. 1. The curved bottom surface is the hot surface while the other three sides of the enclosure are cold surfaces.

\[
\rho_{nf} = (1-\phi)\rho_f + \phi\rho_s \tag{1}
\]

\[
(\rho c_p)_{nf} = (1-\phi)(\rho c_p)_f + \phi(\rho c_p)_p \tag{2}
\]

\[
(\rho\beta)_{nf} = (1-\phi)(\rho\beta)_f + \phi(\rho\beta)_p \tag{3}
\]

\[
k_{nf} = \frac{k_s + 2k_f - 2\phi(k_f - k_s)}{k_s + 2k_f + \phi(k_f - k_s)} \tag{4}
\]

\[
\mu_{nf} = \frac{\mu_f}{(1-\phi)^{\frac{1}{25}}} \tag{5}
\]

The present numerical model was validated by comparing the results with numerical results of Khanafer et al. [10] and experimental results of Krane and Jesse [11] for the case of \( Ra = 10^5 \) and \( Pr = 0.7 \) at constant physical properties, as shown in Fig. 2.

3. Results and discussions

The numerical results focus on the effects of the curvature ratio of the hot curved surface and different nanoparticles on natural convection heat transfer at different \( Ra \) numbers. Figure 3 shows temperature contours for water (base fluid) at \( Ra = 10^5 \) and constant thermo-physical properties except the density. It can be seen that thermal gradients are significant near the hot curved surface. The mushroom temperature contours indicate strong buoyancy effect. The effects of the curved surface and different nanoparticle materials and concentrations will be investigated.

Fig. 1 Schematic of the enclosure with a curved heat source.

The density, specific heat, thermal expansion coefficient, thermal conductivity and viscosity of the nanofluids were calculated by the following equations:

Fig. 2 Validation of the present numerical model.

Fig. 3 Temperature contours for water (base fluid) at \( Ra \) and constant fluid properties except density.
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Nanofluids are suspensions of solid particles with nanometre-sized diameters within a fluid medium. Their academic interest is continuously increasing due to their use across a wide range of industrial applications, ranging from biomedicine (e.g. drug delivery systems) to cooling applications [1].

A large body of experimental work has shown that even a tiny percentage of particles can significantly enhance the heat transfer capacity of a fluid [2, 3]. This renders nanofluids excellent candidates for thermal management, an important area for high demanding applications where overheating of circuits is becoming a limiting factor. However, due to their fluid nature, the behaviour and properties of nanofluids are not well described by methods used for solid-composites. Studies have found that in many instances, such “classical” models significantly underestimate the thermal conductivity of nanofluids. A number of theoretical studies speculate on the possible physical mechanisms that give rise to this enhanced thermal conductivity and propose models to bridge the gap between experiment and theory. Despite all the efforts, there is a lack of consensus with respect to the physical characteristics of nanofluids that result to these unpredictable effects. An example of such a disagreement is in the dependence of the thermal conductivity on the particle size: some believe that larger particles increase the heat capacitance of the fluid [4] while some believe that smaller ones provide this advantage [5].

In this study we computationally investigate the effect of the particle diameter on the thermal properties of a nanofluid. Molecular Dynamics (MD) simulations are employed to study the system in question at an atomic resolution. The model consists of a copper particle suspended in a Lennard-Jones (LJ) fluid (Figure 1). Periodic boundary conditions are used in all dimensions in order to emulate a bulk nanofluid with nanoparticles spread uniformly across its volume. We investigate the particle size dependence of the nanofluid by changing the particle diameter across different cases. In order to keep the volume fraction constant, the size of the periodic simulation box also varied accordingly.

Our findings show that, if all other parameters are kept constant, the size of the particle has no effect on the thermal conductivity. In fact, we believe that for a uniformly dispersed nanofluid, the thermal conductivity is simply a function of the volume fraction. However, we believe that in the absence of any surfactants, where the particles are free to agglomerate, the particle size (as well as other parameters) can have some effect on the thermal properties of the nanofluid.
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1 Introduction

The demand for sustainable and efficient continuous processing makes micro-fluidic devices an attractive option. Two-phase flow chemical operations in microchannels offer significant advantages compared to large-scale processes, such as lower sample consumption, increased safety and high surface-to-volume ratio. However, most studies are limited to Newtonian fluids although fluids with non-Newtonian rheology are very common industrially, including catalytic polymerization reactions, food processing and enhanced oil recovery [1-2].

The present work investigates the dynamics of plug formation of a non-Newtonian shear-thinning aqueous solution and a Newtonian organic fluid in a circular, glass microchannel. The effects of the flow rates and the viscosity of the aqueous phase on the hydrodynamic characteristics and the velocity fields are studied using a two-colour micro-PIV system.

2 Experimental setup

Two aqueous glycerol solutions containing xanthan gum (1000 and 2000 ppm) are used as the non-Newtonian fluids while silicone oil (Sigma-Aldrich) is the Newtonian phase. Two oils with different viscosities, 5 and 155 cSt have been considered. The corresponding Newtonian aqueous solution is also used for reference and comparison. All runs are carried out in a circular glass microchannel (Dolomite® microfluidics) with inner diameter 200 μm at different combinations of flow rates of the two phases, that varied in the range of 0.01-0.1 ml/min.

Using separate syringe pumps (KDS®), the two immiscible fluids are introduced in the microchannel via a T-junction. In the two-colour micro-PIV experiments (Fig. 1) the aqueous phase is seeded with 1 μm carboxylate-modified microspheres FluoSpheres® with orange fluorescent colour (540/560 nm) whereas the organic phase is seeded with 1 μm blue polystyrene microspheres particles Fluoro-Max® (350/440 nm). The illumination is achieved with a UV double pulsed Nd:YAG laser (Litron Lasers®) and the light emitted from the seeded fluids in the test section is led from the microscope to a beam splitter (Andor® Technology). Each wavelength of the emitted light is led subsequently to a separate CCD camera. Both cameras are connected to a laser pulse synchronizer TSI® and a PC. Image processing software (Insight 4G, TSI®) is used for extracting information from the acquired video images. The flow is also visualized using a high speed CCD camera and a light source for the illumination of the test section.

Fig. 1: Schematic of the two-colour µ-PIV system.

3 Results

Under the specific experimental conditions, the organic 5 cSt Newtonian phase always forms the dispersed plugs irrespective of the side branch of the T-junction used to introduce it in the main channel. In the case of the viscous oil 155 cSt, the phase continuity is inverted and the aqueous non-Newtonian phase forms the plugs whereas the organic phase is now the continuous one.

During the plug formation different stages of detachment can be observed [3]. For the same stage of breakage, the effect of shear-thinning behaviour is presented in Fig. 2. The dynamics of filament breakage change depending on the amount of xanthan gum and the rheology of the aqueous phase. For the 2000 ppm non-Newtonian solution case, the break-up point has moved further downstream compared to the less dense solution and the breakage time is longer.

![Fig. 2: Dynamics of filament breakage for 155 cSt silicone oil and (a) Newtonian aqueous phase (b) non-Newtonian aqueous phase, 2000 ppm.](image)
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This work presents experimental results of fluid flow and heat transfer of flow boiling in minichannels at high reduced pressures. The relevance of this study is determined by the growing interest to miniaturized heat exchangers in various fields of industry.

In minichannels of $0.2<d≤3$ mm peculiarities resulting from the characteristic scale of the phenomena taking place in boiling flow and the linear scale of the channel may take place. Two-phase flow regimes become dominant in understanding of heat transfer mechanism. Heat transfer found with the common formulas for regular channels does not agree with experimental data well, if at all. Thus a need for new methods to determine heat transfer arises. A lot of experimental works is available in literature at the moment; however, the data in most of them was obtained for low and moderate reduced pressures. Moreover, the calculation methods proposed by the authors have empirical nature and are only suitable to describe the cases close to those of the authors.

The aim of this work is experimental confirmation of hypothesis that at high reduced pressures two-phase flow regimes in minichannels become similar to macrochannel ones. In that case, heat transfer in minichannels could be predicted by common correlations used for macrochannels.

This paper describes an experimental setup and reports experimental heat transfer data. Experiments on the hydrodynamics and heat transfer of R113 and RC318 in two vertical channels with diameter of 1.36 and 0.95 mm and length of 200 and 100 mm respectively have been performed. The hydraulic loop of the experimental setup allows to maintain stable flow parameters at the channel inlet at pressures up to 2.7 MPa and temperatures up to 200 °C. The measured parameters in the experiment were the following: mass flow rate, pressure and temperature at the inlet and outlet of the test section, electric heating power, temperature of the wall in six cross-sections along the length of the minichannel. The measurements were carried out using an automated data acquisition system.

The experiments were carried out for 195 regimes, in which inlet pressure to critical pressure ratio (reduced pressure $p_r$) was $p_r≅0.15÷0.9$, mass velocity ranges were between 1000 and 4600 kg/(m²s), and inlet temperatures from 50 to 180 °C. For each regime with fixed parameters the maximum possible heating power value was applied, being limited either by the maximum output of the power supply, occurrence of dryout, or the wall temperature exceeding 350 °C. Fig. 1 and 2 show an example of raw data.

![Fig.1 Wall temperature versus heat flux](image1)

![Fig.2 Wall temperature versus heat flux](image2)
Role of viscoelasticity in droplet formation inside a microfluidic T-junction
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The progressive break-up of a fluid thread into a number of small drops [1] is a rich physical phenomenon which impacts many applications [2,3]. In particular, droplet-based microfluidic devices have gained a considerable deal of attention, due to their importance in studies that require high throughput control over droplet size. Common droplet generator designs used in these devices are T-shaped geometries [4-6] and flow-focusing devices [7–9]. With a few exceptions [10–12], previous research has been mainly restricted to Newtonian fluids. However, the processing of biological fluids with high molecular weight macromolecules inevitably results in considering a non-Newtonian viscoelastic behaviour. Consistently, the use of viscoelastic liquids in flow-focusing devices [10,11] or T-junction geometries [12] has recently been taken into account, but needs further investigation.

Here we investigate the role of viscoelasticity in droplet formation in a microfluidic T-junction, where newtonian oil droplets are dispersed in non-newtonian aqueous polymer solutions of Polyacrylamide and Xanthan, which display normal stress effects and shear-thinning respectively, at different concentrations in the semidilute regime [13]. Numerical simulations with lattice Boltzmann [14] are performed on the same system, enabling us to visualize the stress distribution in the viscoelastic continuous phase.
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High-pressure homogenisation is a commonly used process in life sciences e.g. APIs are stabilised in emulsions. In homogenisation, compressed raw emulsions are relaxed through narrow disruption units and as a result the droplet size is reduced. Adjusting or changing droplet size distributions in a process is often based on empirical knowledge, because droplet break-up is influenced by the flow pattern in the disruption unit. The flow pattern before, in and after the disruption unit lead to elongation, shear, turbulence and cavitation. Understanding the forces which influence the droplet size and size distribution is consequently essential to improve performance and areas of application of high-pressure homogenizers.

Because of transitional and turbulent flow regimes and the microscale of the disruption unit, measuring the flow conditions in a high-pressure homogenizer is challenging. Intrusive measurement methods change the flow immensely regarding the physical dimensions of the disruption units from about 100 - 500 µm. A relatively new measurement method to determine flow regimes is Micro Particle-Image-Velocimetry (µPIV). This is an optical, non intrusive measurement method, which was already used by our research group to measure the flow regimes in a modified optical accessible disruption unit (Kelemen et al. 2014; Kelemen et al. 2015). Here, the disruption unit is positioned on top of the channel (see Fig. 1, a) and not in the middle of the channel like in commonly used disruption units. This design enabled measurements inside the disruption unit.

In this work the design of the disruption unit is adjusted to investigate the effect of conical entrances in disruption units on the local flow pattern. The change of the shape of the disruption unit leads to a different flow pattern in front of and in the disruption unit. The calculated stress profiles (shear stress and elongation) from the conical also differ from the sharp edged disruption unit. We will compare the measured velocities (velocity distributions and fluctuations of the local velocities) with

Fig. 1: Shape and position of disruption units with a) sharp edged entrance and b) conical entrance

The shape of the entrance of disruption units was varied in previous works and it was shown that the resulting droplet size was influenced by the shape of the entrance (Aguilar et al. 2004; Freudig 2004). In this experiments only the resulting droplet size distribution was measured. To understand the resulting changes the local flow pattern needs to be investigated. First measurements of local flow pattern during high-pressure homogenization were performed in a modified disruption unit with a sharp edged entrance (see Fig. 1, a) (Kelemen et al. 2014). To investigate the effect of the shape of the entrance further the characterisation of local flow pattern in conical and sharp edged disruption units is essential.

Fig. 2: Velocity contours of the disruption units at z = 0 mm and at a Reynolds number Re ≈ 1000 for sharp edged entrance (top) and conical entrance (bottom)

In this work the design of the disruption unit is adjusted to investigate the effect of conical entrances in disruption units on the local flow pattern (see Fig. 1, b). Additionally, it also gets closer to the designs used in industrial application. The change of the shape of the disruption unit leads to a different flow pattern in front of and in the disruption unit. The calculated stress profiles (shear stress and elongation) from the conical also differ from the sharp edged disruption unit. We will compare the measured velocities (velocity distributions and fluctuations of the local velocities) with
the results of the already established modified disruption unit (see Fig. 2). The comparison of the flow pattern in the conical and the sharp edge disruption unit will give indication on the resulting local stresses which lead to droplet break-up.

Additionally to the flow measurements the deformation of the droplets at the entrance and in the disruption unit is visualized and the resulting droplet size distribution is measured for both disruption units. Shear stresses influence the droplet deformation and break-up in laminar flow only until a certain viscosity ratio between disperse phase and continuous phase. Therefore the viscosity ratio is varied to change the influence of shear stresses accordingly. The comparison of the flow pattern in the conical and the sharp edge disruption unit will give indication on the resulting local stresses which lead to droplet break-up. Therefore the experiments are based on the same conditions (Reynolds-number, viscosity of disperse phase and continuous phase, droplet size of the raw emulsion).

Combining the results of visualized droplets and final droplet size distribution with the flow measurements the efficiency of the disruption units can be evaluated and the influence on droplet break-up can be determined.
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In recent years there is observed a tendency to increase the importance of so called dispersed generation, based on the local energy sources and also the working systems utilizing both the fossil fuels and the renewable energy resources. Generation of electricity on a small domestic scale together with production of heat can be obtained through the technologies like the gas engine units, micro gas turbines, fuel cells with efficient electrolysis, Stirling engines or the ORC systems. All of them are mentioned in the EU directive 2012/27/EU for cogenerative production of heat and electricity. Considering mentioned technologies and their development, the ORC system seems to be the closest to implementation. However, it should be pointed out that practical realization of the organic Rankine cycle (ORC) in a micro-scale (the electrical power production below 10 kWe) is still kind of technical challenge. Such unit must be equipped with small size turbine or expansion machine and high efficient and compact heat exchangers (evaporator, condenser). This is the reason why the novel constructions of recuperators or enhancement mechanisms are looked for. The mini or microchannels based heat exchangers are very efficient therefore their utilization in such applications.

The Authors are developing the idea of cogeneration boiler for the household applications. A demonstration prototype micro-CHP unit based on the ORC technology was developed [1]. The system consists of the vapour module (with ethanol as a working fluid) coupled with the commercial gas boiler, which is available on the market and used in many houses. The idea of such system is to produce electricity for household demand or for selling it to electric grid – in such situation the system user will become the prosumer. Investigations showed that the boiler with a thermal power of 25 kW was able to provide the saturated/superheated steam of ethanol at proper conditions needed in the ORC system and it can be utilized as a heat source in the domestic micro-CHP. The tested system could produce electricity in the amount of 1 kW e [2].

In the paper, the original compact shell-and-tube heat exchanger with circular minichannels of in-house design and manufacture is presented as the unit for the domestic micro power plant investigations as well as other future technical applications. It was equipped with turbulizing baffles inside the jacket. Heat exchange surface of the heat exchanger was 0.4 m². The outer jacket was made of a pipe having an inner diameter of 67 mm. The jacket’s input constitutes a hexagonal arrangement of 103 pipes of the active length of 310 mm, an inner diameter of 2 mm and a wall thickness of 1 mm. All the components of the heat exchanger were made of stainless austenitic chromium-nickel steel. During the test the prototype construction served as the condenser cooled by water with ethanol as a working fluid. Condensation of ethanol vapour was accomplished by means of two methods, namely based on the empirical model due to Shah [3] and semi-empirical model due to Mikielewicz [4]. The correlation due to Shah is a widely known and approved model for calculations of heat transfer in conventional size channels, and is also performing well in predictions of heat transfer coefficient in minichannels. On the other hand the model due to Mikielewicz accounts additionally for the non-adiabatic effects in convective heat transfer coefficient. The obtained results are in a very good consistency.
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Abstract When the size of a human blood vessel gets smaller down to micrometers, the microflow behavior of blood with micro/nanoparticles (including red blood cells, white blood cells, platelets, and magnetic nanoparticles) would become a more important issue. It is desirable to understand the role of the collision and friction between micro/nanoparticles and between micro/nanoparticles and vessel wall in blood flow with magnetic nanoparticles at the microscale. In this study, the influence of particle interaction on targeted magnetic-particle delivery in a blood microvessel under different magnetic field gradients is investigated. The fully developed analytical solutions are presented for the blood flow with magnetite nanoparticles in a microtube at state of body temperature. Results reveal that the role of the collision and friction is dominated by the interaction between particles and vessel wall surface. The interaction effect of particles is to reduce fluid velocity and volume flow rate. Moreover, increasing the magnetic field gradient and particle volume fraction could enhance the effect.
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1. Introduction

Recent advances in nanotechnology have led to reductions in scale of artificial things. Fluids with magnetic nanoscale artificial things could be designed to exhibit novel and improved mechanical, thermal, chemical, magnetic, optical, electronic, and biological properties. Weng [1] performed an analysis for the effects of magnetic-particle concentration and magnetic field gradient on the blood flow in a blood vessel. However, when the blood vessel size gets smaller down to micrometers in human body, e.g. arteriole, capillary, and venule, the blood flow at the microscale would become a more important issue.

In this study, an analysis of the interaction effects of micro/nanoparticles on the flow in a blood microvessel before targeted magnetic particles arrive at their destination under different magnetic field gradients is conducted, so as to examine how particle interaction affects the targeted magnetic-particle delivery (TMPD) behavior.

2. Analytical Solutions

Consider a flow of blood of magnetic artificial-particle concentration $\phi$ and natural-particle concentration $\bar{\phi}$ through a microtube under the dimensionless magnetic field gradient $\Delta H$. Let $R$ denote the dimensionless position from the axis of the microtube. If the aspect ratio of the tube is sufficiently large and the magnetization attains its saturation value, then the fully developed flow prevails in the microtube and has velocity and flow rate analytical solutions:

$$U(R) = \frac{2(1 + \phi \Delta H)(1 - R^2)}{(1 - (\phi + \bar{\phi})^2)^{\frac{3}{2}} \left[1 + \frac{3}{2} \frac{\phi \varepsilon}{\bar{\phi} \varepsilon_{\infty}}\right]}$$

$$\dot{Q} = \frac{(1 + \phi \Delta H)}{(1 - (\phi + \bar{\phi})^2)^{\frac{3}{2}} \left[1 + \frac{3}{2} \frac{\phi \varepsilon}{\bar{\phi} \varepsilon_{\infty}}\right]}$$

where $\varepsilon$ and $\varepsilon_{\infty}$ are two viscosity correction factors that characterize interaction effects [2].
3. Results and Discussion

Following the physical properties of blood with magnetite nanoparticles (at state of body temperature) used in Weng [1], the analytical results are shown and the discussion based on these results is made. The collision and friction between micro/nanoparticles and vessel wall could be found to dominate the role as a major interaction for a sufficiently small vessel size and to result in a dramatic increase in effective viscosity (unshown here due to article length). In figure 1, we plot the variations of the velocity $U$ with the position parameter $R$ for different values of the correction factors $\varepsilon$ (unshown) and $\varepsilon_m$ at zero magnetic field gradient ($\Delta H = 0$). It is found that both the increases in $\varepsilon$ and $\varepsilon_m$ lead to a reduction in $U$. In figure 2, we plot the influence of the magnetic field gradient $\Delta H$ on the flow rate $\dot{Q}$ at different values of $\varepsilon$ (unshown) and $\varepsilon_m$. It is obvious that the presence of particles leads to the decreases in flow rate. Such a particle interaction effect can be magnified by increasing the magnetic field gradient and particle volume fraction (unshown).

4. Conclusions

A study has been made on the particle interaction effects on targeted magnetic-particle delivery (TMPD) in a blood microvessel. Results showed that the collision and friction between micro/nanoparticles and vessel wall surface dominates the major role. The presence of magnetic nanoparticles was found to increase the flow, but the interaction between particles and vessel wall surface was found to be a flow retardation effect. The particle interaction results in a reduced velocity and therefore a decrease in flow rate. The particle interaction effect can be magnified by increased magnetic driving force and particle concentration.

The results help us to understand the TMPD behavior in a blood microvessel and benefit the designs of bio-functional magnetofluidic device.
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Numerical Simulation of Microcavity Flow Using Perturbation Theory
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1 Introduction and Perturbation Method
A new method for modeling of micro flows is presented in this research. First, the continuum equations of fluid dynamics are developed by using perturbation expansions of the velocity, pressure, density and temperature fields:

\[ \phi = \phi_0 + Kn \phi_1 + Kn^2 \phi_2 + Kn^3 \phi_3 + O(Kn^4) \]

Where the no-slip fields are denoted by \( \phi_0(x,t) \), and corrections to the fields due to different orders of Knudsen dependence are denoted by \( \phi_i(x,t) \) (i=1, 2, ..., and also slip fields are denoted by \( \phi_i(x,t) \) ). Subsequently, different orders of equations in dependence of Knudsen number are obtained. Required boundary conditions for solving each order of these equations are obtained by substitution of the perturbation expansions into the general boundary conditions for velocity slip and temperature jump [1].

2 Development, Discretization and Solution Algorithm
In the present work, we use three-term perturbation expansions and reach to three order of equations O(1), O(Kn), O(Kn^2) and their boundary conditions. In fact, the equations of O(1) are the no-slip Navier-Stokes equations. Also, the equations of O(Kn) and O(Kn^2) govern the required corrections due to the velocity slip and temperature jump. This set of equations is discretized in two-dimensional state on a staggered grid using the finite volume method.

Total algorithm of solution includes three steps: The first step is solution of the O(1) equations with the O(1) boundary conditions. The second step is solution of the O(Kn) equations with the O(Kn) boundary conditions. This step’s boundary conditions are obtained by fitting the first step’s fields on the walls. The third step of algorithm is solution of the O(Kn^2) equations with the O(Kn^2) boundary conditions. This step’s boundary conditions are also obtained by fitting the first and second step’s fields on the walls. A three-part computer program has been produced for solving the set of discretized equations. Each part of this code, solve one order of the equations with the SIMPLE algorithm.

3 Some Micro Flows, Results and Conclusions
At First, incompressible slip micropoiseuille and microcouette flows are solved either analytically or numerically using the perturbation method. Good agreement is found between analytical and numerical results. In Both case, numerical results of the perturbation method deviate from its analytical results by increasing the Knudsen number. This reveals that more corrections are needed in the numerical results. In Both case, numerical results of the perturbation method deviate from its analytical results by increasing the Knudsen number. Instead, by combination of two slip coefficients and the two-correction perturbation method, it can be easily used this method in the higher Knudsen numbers.

Also, a shear-driven microcavity flow with slip is investigated and its results are compared with those by the DSMC approach [2]. Good agreement is found between the results of two approaches, except near the upper corners of the cavity. At this problem, we also try to evaluate different researcher’s slip coefficients [3] and probably to propose more accurate slip coefficients.
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ABSTRACT

New heat-transfer measurements are reported for condensation of FC72 in microchannels. The test section comprised a copper block made in two halves with lapped interfaces (see Figs. 1 and 2). Six parallel microchannels (1.5 mm deep x 1.0 mm wide) were machined in the mating surface of the lower block. The length of the microchannels was 540 mm. The upper and lower blocks housed each housed 49 thermocouples in small holes (0.6 mm diameter) spaced through the blocks at 7 locations in the flow direction. Each block was cooled along its outer surface by water in counter flow.

The heat flux from the interface to the upper and lower blocks and the temperature at the interface were determined by an inverse solution of the conduction equation (see Yu et al. [1]). These were used to determine the heat flux and surface temperature distributions along the channels and hence local heat-transfer coefficient and local quality. The Figure 3 shows typical measured temperatures through the blocks.

The results are compared with recent measurements of Kim and Mudawar [2] for FC72 and with correlations based on data for R134a and with a Nusselt-based theory which assumes laminar annular flow.
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Flow past a stationary circular cylinder is a classical problem in fluid mechanics. Although the geometric configuration is relatively simple, the physics associated with the flow around the cylinder is rich [1]. As a consequence, the problem has been extensively studied experimentally and computationally [2-6]. In the continuum regime, the flow characteristics depend solely on the Reynolds number, Re. When 0 < Re ≤ 4, the flow is attached to the cylinder and symmetric. As Re increases and exceeds ~4, the steady separation forms a pair of symmetric contra-rotating vortices behind the cylinder. The fluid in these vortices circulates continuously, not moving downstream. These eddies get bigger with increasing Re. For flow with Re > 40, the wake downstream of the cylinder becomes unsteady. In micro-electro-mechanical systems (MEMS), the Reynolds number is usually low and below this critical value. However, for gas flows in MEMS, non-equilibrium effects need to be considered as the gas molecules collide with solid walls more often than among themselves to reach the equilibrium state.

The extent of the non-equilibrium or rarefaction is measured by the Knudsen number, Kn, the ratio of the molecular mean free path, λ, to the characteristic length of the geometry, i.e. the diameter of the cylinder, D, in the present study. When Kn < 0.1, i.e. in the slip regime, the Navier-Stokes-Fourier (NSF) equations coupled with appropriate velocity-slip and temperature-jump wall boundary conditions may predict certain main features of the flow. When the Knudsen number is greater than 0.1, in the transition regime, usually kinetic theory is required to study the flow details. The Boltzmann equation [7] and the direct simulation Monte Carlo (DSMC) [8] are the main kinetic methods used to simulate non-equilibrium gas flow. However, they are computationally expensive, particularly for flows at low speed in the early transition regime. Despite great efforts being made to overcome the numerical difficulties and computing costs, solutions using the Boltzmann equation or DSMC are still too difficult to be widely used in practical engineering applications. Alternative approaches are being developed that aim to alleviate the difficulties in kinetic theory but are accurate enough for engineering design.

Figure 2. The separation angle, θ_s, predicted by the R26 moment equations for Kn=0.01 and 0.05 in comparison with the continuum solution with the NSF equations.

Extending hydro-thermal-dynamics into the transition regime is one of the most promising approaches [9]. The method of moments, which was originally proposed by Grad [10] as an approximate solution procedure to the Boltzmann equation, is currently being developed to bridge the gap between the hydro-thermal-dynamics and kinetic theory. In this approach, the Boltzmann equation is satisfied in a certain average sense rather than at the molecular distribution function level. How far the hydro-thermal-dynamics should be extended, i.e. how many moments should be used, largely depend on the flow regime. It was found [11-13] that the regularized 13 moment equations (R13) are not adequate enough to capture the Knudsen layer in Kramers’ problem and the regularized 26 moment equations (R26) are required to accurately reproduce the velocity defect found with kinetic data. However, both the R13 and R26 equation models can capture many non-equilibrium phenomena produced by kinetic theory, such as the tangential heat flux in planar Couette flow and the bimodal temperature profile in planar force-driven Poiseuille flow in the early transition regime with different accuracy [14-17].

Not many studies have been carried on the non-equilibrium effects on the flow past a stationary circular cylinder. The velocity slip on the wall and the Knudsen layer close to the wall alters the flow characteristics around the cylinder. In the present study, we investigate, with the method of moments, the effects of non-equilibrium on the onset of flow separation; the location of the separation point; the size of the attached eddies, and drag coefficients, for Re < 20.
Shown in Fig. 1 is the wake behind a stationary cylinder with a radius equal to $R$. The flow starts to separate from the cylinder wall at an angle of $\theta_s$, and forms a wake of length, $l$. The predicted values of the separation angle for different values of $Re$ and two Knudsen numbers, 0.01 and 0.05, in comparison with the continuum solution, are presented in Fig. 2. The flow separation first appears at a Reynolds number just below 7 for the continuum flow, which is consistent with the early numerical study by Dennis and Chang [6]. When the value of $Re$ increases, the separation point moves upstream, so the separation angle is increased. For a gas with $Kn = 0.01$, the flow starts to separate at a similar Reynolds number as the continuum flow but with a smaller angle. As the Reynolds number increases, the value $\theta_s$ increases and approaches to the continuum. At $Kn = 0.05$, the separation Reynolds number increases to 9 and the separation angle is much smaller than in the continuum, as indicated in Fig. 2. When the Knudsen number is above 0.1 and the Reynolds number is under 20, no flow separation is predicted.

![Figure 3](image1.png)

**Figure 3.** Normalized wake length at $Kn = 0.01$ and 0.05 in comparison with the continuum.

The rarefaction effect on the wake length is shown in Fig. 3. The wake length increases approximately linearly with the Reynolds number, but reduces significantly with an increase in $Kn$. At $Re = 20$ and $Kn = 0.05$, the wake length is only 60% of the continuum at the same Reynolds number.

Curves of the pressure coefficient, $C_p$, on the cylinder surface at $Re=1$ and different values of $Kn$ are given in Fig. 4. In comparison with the continuum, the pressure at the front and the rear of the cylinder drops as the Knudsen number increases while the pressure along the side of the cylinder increases. The resultant rarefaction effect on the flow past a cylinder is reflected in the change of the drag coefficient, $C_D$, in Fig. 5. As the value of $Kn$ increases from 0 at the continuum to 0.1 at the early transition regime, the drag coefficient is reduced 7% for a flow with $Re=1$.

![Figure 5](image2.png)

**Figure 5.** Drag coefficient against the Knudsen number at $Re=1$.
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1 Introduction
Microreactors offer a number of advantages to address economic and environmental problems of large-scale production. In particular, small dimensions of microreactor channels provide very quick mixing via diffusion. High surface to volume ratio results in fast heat and mass transfer. These properties provide substantial decrease in the by-product formation in many reactions such as highly exothermic organic reactions or quick reduction of metal nanoparticles. Moreover, microreactors substantially increase process safety because only a minute amount of reactants is released in case of a reactor rupture.

Safety advantages are particularly important for gas-liquid reactions where high pressure gas provides a substantial hazard in conventional batch reactor systems. For such systems, Taylor flow consisting of alternating slugs of gas and liquid phases is particularly important because it provides efficient mixing and high gas-liquid contact area, orders of magnitude higher than in conventional reactors. An additional advantage of Taylor flow is full isolation of liquid slugs resulting in zero-dispersion residence time distribution (RTD). These conditions can be observed for a limited number of gas-liquid systems and many liquid-liquid systems. The main factor here is the formation of a thin liquid film at the channel walls between the slugs. In the latter case, liquid interexchange results in a broad RTD.

Applications of gas-liquid Taylor flow are, however, limited because the formation of solid phase during the reaction may result in particle sedimentation on the reactor walls. Once reactor walls contain nuclei of the forming solid phase, growth and nucleation processes are affected resulting in poor reproducibility. This type of photochemical reactions is even more sensitive because deposition of solid phase on the reactor walls decreases solution exposure and the product yield. To avoid these problems, it is advisable to introduce the third immiscible phase to prevent the formation of solid deposits on the reactor walls. The aim of the current work is to study hydrodynamics and RTD in a gas-water-oil flow in a circular microchannel. The data obtained were used in a photochemical synthesis of gold nanoparticles with the size control by changing O₂ content in the gas phase.

2 Experimental
The experimental study has been performed in a 0.50 mm id FEP tubing connected via an X-joint to a set of syringe pumps (Nemesis) with (i) deionised water, and/or a solution of 8 mg mL⁻¹ methylene blue dye in water, (ii) silicone oil (viscosity: 350 cP), and (iii) to a gas line. The gases (N₂ and O₂) were fed with mass flow controllers. The flow patterns in the inlet and outlet sections of the reactor were observed with a microscope (Olympus) connected to a video camera. In the RTD experiments, the solution of methylene blue dye was introduced as a step (or pulse) function under various flow conditions and the concentration of dye in the flow was determined by the image analysis. The residence time distribution was determined by deconvolution of the outlet concentration profile.

The synthesis of gold nanoparticles has been performed in the aqueous phase using a 1 mM solution of AuCl₃, 20 mM irgacure-2959 photoinitiator and a capping agent polyvinylpyrrolidone with the monomer concentration of 20 mM.

3 Results and Discussion
The flow regime map has been studied for a range of water, oil and gas flow rates of 1-200 μL min⁻¹. Several flow regimes observed are presented in Fig. 1a. The most importantly, in a wide range of flow rates, gas-aqueous slugs were observed with a layer of oil at the channel walls. The RTD experiments confirmed that there is no interexchange of aqueous phase between the slugs because of the presence of a hydrophobic oil film on the channel walls.

![Flow regimes in the gas-water-oil three-phase flow](image)

**Fig. 1.** (a) Flow regimes in the gas-water-oil three-phase flow, (b) scheme of photochemical gold nanoparticle synthesis with radical consumption competition between Au³⁺ and O₂.

The photochemical synthesis of gold nanoparticles has been performed in the presence of irgacure-2959 photoinitiator which generates radicals under UV light. The exact control of the oxygen concentration (by changing the O₂ and N₂ flow rates) in the gas phase allows to adjust the amount of the radicals needed to reduce the gold precursors and therefore to control the size of the obtained Au nanoparticles (Fig. 1b). The developed method provides a facile way for the synthesis of gold nanoparticles with controlled dimensions of 2-20 nm. The long-term stability studies showed that there was no gold deposition on the reactor walls for a period of 3 h, while without the oil phase substantial amounts of gold were deposited onto the channel walls within 15 min of operation.
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The flow through micro/nano-channels is receiving increasing attention with the rapid development of micro- and nanotechnologies. Electroosmosis is found to be the most suitable mechanism to drive fluids in such cases. In recent years, several studies on enhancement of electroosmotic flow (EOF) in micro-channels have been made. Superhydrophobic surfaces are widely adopted for reducing the flow resistance in microfluidic channels.

We present a study on EOF in a channel whose walls are patterned with periodically arranged patches of hydrodynamic slippage. The no-slip portions of the wall are assumed to have a constant \( \zeta \)-potential or charge density and an induced \( \zeta \)-potential may develop along the slip strips. The hydrophobic surfaces are formed by considering wall-mounted grooved filled with dielectric uncharged liquid. Thus, the electric charge along the slippery surfaces can be mobile. We have also considered uncharged superhydrophobic strips. The induced surface charge along the hydrophobic walls is obtained by solving the electric field equation inside the groove along with suitable matching conditions at the liquid-liquid interface. The flow enhancement factor \( E_f \), representing the average velocity through the hydrophobic channel scaled by the average velocity through a plane channel with uniform zeta potential, is determined for a wide range of intrinsic parameters values. While it has been shown that under the assumption of thin-Debye layer values of \( \Lambda \), the Debye-Huckel parameter \( \Lambda \), the scaled by the average velocity through the hydrophobic channel, is imposed along the groove walls.

\[
\rho \mu Re \left( \nabla \cdot \tilde{u} \right) + \nabla \cdot \tilde{p} = \frac{(kH)^2}{\Lambda} \rho_\text{e} \nabla \phi = 0
\]

\[
\nabla \cdot \tilde{u} = 0, \quad \nabla^2 \phi = -(kH)^2 \rho_\text{e}
\]

The non-dimensional sets of equations to describe the fluid flow inside the grooves are

\[
\rho_\text{f} Re \left( \tilde{u} \cdot \nabla \tilde{u} + \nabla \tilde{p} - \mu_\text{f} \nabla^2 \tilde{u} = 0 \right)
\]

\[
\nabla \cdot \tilde{u} = 0, \quad \nabla^2 \phi = 0
\]

The non-dimensional parameters governing the electroosmosis are the Reynolds number \( Re = \rho U_{\text{avg}} H / \mu \), the Peclet number \( Pe_f = U_{\text{avg}} H / \delta \), the Debye-Huckel parameter \( \Lambda \), the scaled electric field \( \Lambda = E_0 H / \phi_0 \), \( \rho_\text{f} = \rho / \rho_\text{e} \) and \( \mu_\text{f} = \mu / \mu_\text{e} \). Here \( \rho_\text{f} \) and \( \mu_\text{f} \) are the density and the viscosity of the medium, respectively. Here \( \Lambda \) denotes the quantities inside the grooves.

A periodic boundary condition is imposed at the inlet and outlet of the domain of interest and a non-slip boundary condition is imposed along the groove walls.

The governing equations are solved numerically through a control volume approach over a staggered grid arrangement. The discretized equations are solved through the pressure-correction based iterative SIMPLE (Semi-Implicit Method for pressure-Linked Equations) algorithm.

Results and Discussion

A parametric study is conducted to analyze how \( E_f \) depends on the Debye layer thickness, the channel width, the spatial period of the surface patterns, the relative shift between the patterns at the top and bottom wall, and the relative extension of the no-slip and the slip patches. An induced charge density at the gas-liquid interface develops which on the permittivity ratio, Debye length and applied electric field.

Fig 1: Schematic of the model geometry. The computational domain is in-between the blue dashed lines.

Fig 2: Flow enhancement factor as a function of \( L \), with \( kH = 0.5, 1, 2, 3, 5, 10 \) and \( \sigma = 3.6 \times 10^{-4} \text{ C/m}^2 \).
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The determination of structures and sequences of macromolecules is a key element in modern biology and medicine. High-throughput DNA (and RNA) sequencing and mass spectrometry are currently producing a huge quantity of data paving the way to innovative approaches with potential applications ranging from personalized therapies to evolutionary biology.

A relevant innovation in the biomolecule sensing is the employment of nanopore based devices for the analysis of macromolecules at a single molecule level [1-2]. In a nanopore sensor the interaction between the macromolecule and the pore alters the ionic current flowing through a single pore that separates two chambers containing an electrolyte solution. The typical signal in a nanopore based devices is a multilevel current trace where the baseline level corresponds to no macromolecule inside the pore and each of the other levels corresponds to a specific interaction between the pore and the macromolecule, such as the presence of a specific monomer inside the pore. Although the method is quite simple, only recently, important developments in nanotechnology allowed the rescaling of the principle down to the nanoscale enabling, for instance, the development of a nanopore based DNA sequencer [1].

In this framework, a fundamental nanofluidic issue is the characterization of the open pore current level (i.e. the baseline signal when no molecules occupies the pore). Although the electrolyte solution is globally neutral, the nanopore typically presents a surface charge that alters the ion distribution in the neighborhood of the pore. In addition, positive and negative ions have different hydration shells the behavior of which is strongly altered by the nanoconfinement. All these circumstances result in a complex electro-hydrodynamical problem. In general, the unbalance between positive and negative ions distribution and the difference in ionic mobilities under confinement, give rise to an electroosmotic flow [3] that is supposed to have a strong impact on the dynamics of the macromolecule capture by the pore and to its eventual translocation [3-4]. In addition, the electrical system response in not Ohmic [3,6].

In this contribution, we characterize the water and the ion flows through a nanopore. In particular, we studied the α-hemolysin [5] pore (the widely employed biological nanopores for sensing devices) via molecular dynamics simulations where all the components of the system are modelled at atomic level. We explored the electro-hydrodynamical response of the system for different ionic concentrations and applied potentials. Our simulations provide a first extensive set of data at atomic scale that clarify the role of electroosmotic flow in α-hemolysin based nanopore sensing devices.

Acknowledgments: This research used the computational resource of the PRACE project 2014/12673 (TGCC Curie, France).
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Batteries are important storage devices for electrical energy with numerous applications. For instance, electrical and hybrid electrical vehicles are alternatives in the global effort of reducing the carbon dioxide emissions from the transport sector. Batteries are normally used as the power source for these vehicles, and the high power requirement has made the lithium-ion (Li-ion) battery the best candidate. However, the performance of Li-ion battery is limited by temperature during the discharge/charge processes, despite its high capacity and energy density. Temperature affects the reliability, safety, and efficiency of the battery. Besides, the temperature uniformity is important in order to avoid thermal runaway and hotspots, leading to short circuit in the battery module.

An efficient battery thermal management system (BTMS) is required in order to maintain the battery temperature between 20ºC and 40ºC, which is the required temperature range for the operation of Li-ion batteries. Moreover, to avoid any short circuit leading potentially to destroy the battery, an even temperature distribution must be achieved in the battery module and pack. For achieving a uniform temperature distribution, the temperature difference from cell to cell and module to module should be normally within 5ºC. The development of BTMS for Li-ion batteries is a challenging task, involving a number of coupled processes.

The thermal behaviour of the battery is strongly coupled to the electrochemical process, which can be investigated by high-fidelity numerical modelling and simulation. Numerical simulation of the thermal behaviour of Li-ion battery cell during discharge/charge has to account for the coupling between heat and mass transfer of particles at a micro scale level with the description of the battery cell temperature at the macro level. In the meantime, simplifications such as reduced dimensionality are always needed and advantageous for the modelling of BTMS for engineering applications.

In this study, an electrochemistry model (average model) is coupled to a thermal model, in order to calculate the heat generation of the battery cell from low to relatively high discharge rates. This model takes into account the heat and mass transfer of the Li-ion particles in the solid and solution phases through the different electrodes.

The heat and mass transfer at the micro scale level, in the solution and solid phase are solved with the addition of a one-dimensional (1D) model using the nodal network method [1]. These models are validated against analytical solution which can reduce the computational time of the electrochemistry model while allowing for non-linear and temperature dependent diffusion coefficients.

Advanced passive cooling technologies such as phase change material (PCM) enhanced by a graphite matrix structure has been shown to be effective in battery cooling [2]. As a novel cooling method, PCM/compressed expanded natural graphite (CENG) composite presents favourable mechanical properties and chemical inertness. Besides, various shapes can be easily molded from expanded graphite powders. The compression process during the manufacture of the graphite matrix can also lead to directional conductivities for effective heat transfer. Li-ion battery cooling using a PCM/CENG composite is investigated in this study, for a cylindrical battery cell. The impact of this cooling method on the heat generation based on electrochemistry is also studied with different PCM/CENG design parameters and geometries.

The analysis of the temperature distributions of three-dimensional battery models has shown that a two-dimensional (2D) model and one-dimensional model are sufficient to describe the transient temperature rise for a battery module and battery cell, respectively. In consequence, a 2D cell-centred finite volume code for unstructured meshes and a 1D computational model are developed with additions of the electrochemistry and the phase change. Furthermore, comparisons between the predictions from different analytical and computational tools and open-source packages were carried out, and close agreements have been observed.
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We describe the development of a temperature control system integrated in a microfluidic platform dedicated to on-chip culture of the nematode C. elegans. The system allows to setting precise temperature conditions for C. elegans development and maintenance.

Traditionally, C. elegans is cultured on Nematode Growth Medium (NGM) plates, which are kept in thermal incubators at a temperature between 16 °C and 25 °C [1]. Interestingly, it was shown that C. elegans grows 2.1 times faster at 25 °C than at 16 °C, and 1.3 times faster at 20 °C than at 16 °C, suggesting that C. elegans development time and lifespan are strongly dependent on environmental conditions [1]. In addition, temperature control is crucial when studying C. elegans stress response. Specifically, the C. elegans heat-shock pathway is used as a model for complex disease pathways in humans [2]. In this type of experiments, NGM plates are heated up in an oven at 35 °C for 2 h, after which the plates are returned to the basal temperature (16 °C - 25 °C). Therefore temperature setting evidently has to be well controlled for performing reproducible experiments.

Recently, C. elegans research has been particularly impacted by microfluidics and many platforms for ease worm handling and manipulation have been proposed in replacement of otherwise manual, laborious and time-consuming protocols [3]. However, a fully-integrated microfluidic setup provided with a temperature controller is still missing, making experiments less reproducible, as susceptible to room temperature variations over time. Moreover, heat-shock experiments cannot be performed, unless moving the microfluidic chip in a dedicated oven when needed [2], which is not ideal and requires again human intervention.

Our solution consists in a temperature control system that is fully integrated in a microfluidic platform (see Figure 1a). A thermoelectric (Peltier) module is used to set the temperature. The polydimethylsiloxane (PDMS) - glass microfluidic chip and the aluminum thermalization frame are both in contact with the Peltier module. A thermally insulating frame prevents thermal dissipation and holds the microfluidic chip on the microscope stage. The full stack is provided with a central aperture, in order to allow light transmission through the microfluidic chip and enable transmission microscopy imaging. A temperature sensor is placed in contact with the glass slide of the microfluidic chip and measures the temperature experienced by the worms in the microfluidic channels. Such signal is given as input to a proportional integrative derivative (PID) controller, which controls the electrical power supplied to the Peltier module in a closed-loop configuration.

We tested the performance of the setup, by first characterizing its response to different constant cooling electrical powers. Starting from an ambient temperature ($T_{\text{ext}}$), the system is cooled down to a specific equilibrium temperature ($T_{\text{eq}}$), set by the equilibrium between thermoelectric cooling and heat convection in the surrounding air. As Figure 1b shows, starting from $T_{\text{ext}}$ of 24 °C, the chip can reach a $T_{\text{eq}}$ up to 10 °C, showing a clear dependence of $T_{\text{eq}}$ on the electrical power. The dynamics of heat exchange was studied by normalizing such curves with respect to $T_{\text{ext}}$ and $T_{\text{eq}}$, and was confirmed by a time-dependent simulation via the Finite Element Method (FEM). The measured temperature decreases exponentially and reaches $T_{\text{eq}}$ in ~10 min. Because of the geometry of the system, the spatial temperature distribution is not constant throughout the chip area, as observed via measurements at different points of the glass surface and confirmed by FEM simulations (Figure 1c).

Thanks to our control system, the temperature experienced by worms in the microfluidic chamber can be precisely set. C. elegans lifespan experiments at a determined temperature are now in progress, as well as heat-shock stimulation experiments, enabled by controlling both the strength and the duration of the heat stimulus.
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An intense research activity, both experimental and theoretical/numerical, has been put forward in the last decade to characterize transport of mesoscopic suspended objects entrained in a laminar microflow and subject to a spatially periodic pattern of forces. Such forces can arise from a variety of sources such as solid impermeable obstacles, focused laser beams, electrostatic potentials. In most applications (e.g.-Deterministic Lateral Displacement [1], optical tweezers [2], Brownian ratchets [3]), the interaction with the large-scale drive and the periodic landscape of forces is exploited for the size-based separation of multidisperse populations of particles, as particles of different characteristic dimension experience different force field while flowing through the periodic pattern. The possibility of predicting the flow structure to any desired degree of accuracy, ultimately afforded by the prevailing laminar character of the flow in microfluidic equipment, makes these types of separation devices competitive with well established separation techniques such as SEC chromatography or gel electrophoresis. This is because the resolution of SEC or gel electrophoretic columns is unavoidably hindered by the unchecked dispersion ensuing from the synergistic interaction of mean field convection, Brownian diffusion, and the disordered structure of the medium hosting particle transport. Notwithstanding the great potential allowed by the ordered geometry of microfluidic periodically-patterned separation equipment, much is yet to understand as regards the interplay between the deterministic and stochastic components of particle motion, both in terms of mean displacement of the particle swarm, and of the fluctuation-driven dispersion of particles about the center of mass of the swarm. In general terms, it is becoming more and more clear that the large-scale outcome of the small scale interaction between particle convection and thermal fluctuations is equivalent to an effective advection-diffusion process

$$\frac{\partial C}{\partial t} = -\mathbf{U}_e \cdot \nabla C + D \cdot \nabla^2 C$$

(1)

where $C$ is a locally averaged particle number density, $\mathbf{U}_e$ is a constant effective vector velocity, and $D$ is a spatially homogeneous second-order effective dispersion tensor. Both the effective velocity and the effective dispersion depend markedly and non-trivially on the geometry of the force lattice, on the structure and intensity of the entraining laminar flow, and on the bare particle diffusivity. Most of the research effort has been focused on understanding how the average particle velocity is affected by the particle size for a fixed device geometry and assigned overall flowrate of the entraining fluid. In turn, the knowledge gained from a wealth of studies ensuing from this research line has been exploited to design tailored devices which can perform high-resolution separation of target particle size from a mixture of suspended particles of different characteristic dimension [4]. In most implementations of the process, steady-state conditions are typically enforced, where a mixture particles of different features (e.g. size, electric charge) released in a focused stream at the inlet of the device migrate at different angles with respect to the average flow stream. Thus, from the standpoint of the effective transport template expressed by Eq. (1), these steady-state operating devices are based on the dependence of the direction of $\mathbf{U}_e$ on particle features. In this work, we explore the possibility of performing a combined space-time chromatography, operated under unsteady transport conditions, where both the direction and the magnitude (mobility) of the average velocity contribute to particle separation. A thorough analysis of the dispersion process and its dependence on particle features is also carried out. We show that the combination of this two pieces of information, one about the mean motion, the other about particle dispersion can improve the use of the separation equipment for analytical purposes, i.e. when the characterization of the size distribution of an unknown mixture of particles is being dealt with. Specifically, we show the existence of conditions where the occurrence of enhanced dispersion regimes is anti-correlated with particle mobility. In this case, the use of transient space-time chromatography allows to single out ranges of particle size that would not be possible to identify while performing a conventional steady state separation.
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Two-phase flows in microdevices received a noticeable attention in the last decade. Bubbles occur in several technological applications, such as polymer de-volatilization process, two-phase micromixing, biochemical reactions and heat exchange. Moreover, it is well known that the study on the effect of surface wettability on the gas-liquid two phase flow characteristics in micro-channels with hydraulic diameters smaller than 1mm is required.

We present an experimental and numerical analysis of bubbles generation and fluid transport in T-junction microfluidic systems. Possible links to commercial lab-on-chip and rapid prototyping technology multilayer lab-on-chip are evaluated.

The liquid phase is controlled by a syringe pump (PHD Ultra-Harvard). In the inlet forcing gas phase a pressure pump (Mitos P-pump, dolomite microfluidics) is used to control pressure accurately. Moreover a flow meter (Mitos Flowrate sensor) is adopted to control the gas phase flow rate.

Images are recorded with a Photron FastCam mini UX100 connected to an inverted microscope (Zeiss Observer Z1). The liquid flow rates and gas pressures are investigated to explore different regimes of bubbles production. A particular attention was paid to the unstable flow regimes, where the bubbles flow does not present a stationary behaviour. In addition different flow regimes have been investigated to evaluated the effects of the characteristic parameters which drives the phenomenon.

The first results benchmark the Capillary number $Ca$ effect on shape and size of the produced bubbles and the $Ca$ threshold value to obtain stable and stationary bubbles flow was evaluated and compared with published results. A comparison of the main quantities obtained in our experiments against experimental data [1,2] is provided.

As an example of the carried out analysis, we report a set of photographs showing the bubble generation.
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Lab-On-a-Chip (LOC) devices and Micro Total Analysis Systems characterized by Microfluidic Networks (MNs) are of great interest in many biological, chemical or pharmaceutical applications [1]. The design of intricate MNs is a very hard task, as an accurate modelling of local flows requires the use of Computational Fluid Dynamics (CFD) analyses. In these cases CFD-based simulation tools turn out to be quite complex and time-demanding. However, the behavior of hydraulic circuits with laminar flows may be suitably described using electric networks, according to the Hagen-Poiseuille’s law [2]. The electrical analogy maps the volumetric flow rate into a current, the pressure into a voltage and the hydraulic resistance into an electric resistance. In the literature on microfluidics and LOC the use of offline circuit simulation tools such as SPICE is quite widespread [3], as it simplifies the simulation of complex multi-component networks. It is worth noticing, however, that SPICE-like tools do not allow real time interaction with the virtual model. This means that the virtual model parameters of the MN are difficult to be adjusted during the simulation according to the actual variations of the physical variables (e.g. flow rate, hydraulic resistance). For these purposes we would need interactive models which “follow” the dynamics of the physical system.

In this work we do a first step toward a possible solution to these issues. We introduce a method based on Wave Digital Filters (WDFs) [4] for modelling, analyzing and controlling MNs in an interactive fashion. WDFs allow modelling electric circuits through lumped structures. Using classical Kirchhoff port variables (voltage and current), electric networks turn out to be described by systems of implicit equations. WDFs, on the other hand, employ wave port variables (incident wave and reflected wave), which can be obtained from Kirchhoff variables using a simple linear transformation. Making use of such wave port variables, it is possible to derive explicit models of analog circuits, characterized by circuit elements represented by blocks, which are connected to each other through input-output relations. WDFs exhibit high stability and excellent energetic properties; the balance of energy is constant over time, just as it happens in physical phenomena, and the matrices that implement topological connections are inherently energy-transparent. Thanks to their virtues WDFs are ideal for implementing physical models with low computational cost and they allow the user to change the model parameters interacting with the system in real time. For these reasons they have been extensively used for emulating analog circuits in Virtual Analog applications [5] or for modelling mechanical and acoustical systems through electric equivalents in sound synthesis applications [6]. We propose employing WDFs also for modelling MNs, when describing the hydraulic circuit through electric equivalents is possible. Not only WDFs ensure all the advantages of SPICE-like tools in the design phase, but they allow considering the virtual model of the MN as part of the final system enforcing the control over the MN and increasing the ability of the LOC device. In fact, using a layer of sensors and actuators between the MN and the virtual model, it is possible both to constantly update the model parameters and impose changes to the physical variables according to the feedbacks from the MN to the virtual model itself.

In Fig. 1 we simulate a MN consisted of two parallel microchannels, a microheater and a temperature sensor located in each of the two parallel microchannels. Through the microheater, we can vary the heating temperature, which affects the hydraulic resistance within the channel. Through the sensor we can update the equivalent electric resistance of the virtual model, thus effectively closing the control loop. This way we derive a simple system for controlling the flow rate at the inlet of the system and reaching a target flow rate in the actuated channel. In order to validate our system, we accurately simulate the described system using CFD-based software and we compare the resulting data to the outputs of a virtual model based on WDFs.
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A target cell with viability is crucial for single cell research. The isolated cell can be used for homogenous culture as well as for gene and protein express analyses. Recently, Florescence-activated cell sorting (FACS)[1] and Magnetic-activated cell sorting (MACS)[2] are the most employed method for cell separation. However, both of them are limited for necessary of samples with small amount of cells. Meanwhile, micro fluidics is prototyped for isolating individual cell with hydrodynamic flow based on the properties of cell, like size[3,4], stiffness[5] and adhesion[6]. However, none of the mention method is capable to obtain a valid single cell. From our previous study[7], we have separated an individual cell of interest with laser induced forward transfer and it shows the necessary to keep the cell in a well control environment with the purpose of cell viability. In this report, a micro-chip with micro resistance heating is presented to keep the cell in the condition of 37 celsius degree and 100% humiditie during the isolation procedure. With this chip, the survival ratio of separated cell goes up to 96% from 70%. It optimized the laser induced forward transfer process and offers promising possibility to separate an interesting cell.
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Abstract In order to investigate a cleaning process of oil-immersed laminated metal plates with solvent vapor, we have done visualization experiments of evaporation of liquid, which is confined between solid plates. Water, ethanol, and several other organic solvents were used as test liquids, each of which is sandwiched between a normal glass plate and a sand-blasted one, horizontally placed in a vacuum chamber, and monitored by irradiation of a planar LED backlight. Under a reduced pressure of typically 3-10 kPa at room temperature, the liquid was observed to evaporate from the plate edge. As evaporation proceeds, complicated branching patterns appear. Rapid motions of liquid front are occasionally observed, which are supposed to be two-dimensional flush boiling and may play an important role in the cleaning process. The boiling behavior was found to strongly depend on the surface roughness. When the plates are not clamped, the top plate shows occasional jumping motion, corresponding to the flush boiling. The surface roughness strongly affects the jumping.
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1. Introduction

This study focuses on the cleaning mechanism of laminated steel plates used as metal cores in various types of electric transformers. The cores are normally immersed in insulating mineral oils. In their disposal, it takes much time and cost to wash the remaining oil away. Until 1970s, polychlorinated biphenyls (PCBs) were widely used as an ingredient, the use of which is now banned worldwide due to their high toxicity. Thus the ways of safe and cost-effective disposal process are demanded.

A method of vapor washing with organic solvents has been recently proposed [1]: under sufficiently high temperature (typically 150~250 °C) and reduced pressure conditions, the insulating mineral oil between the core plates is gradually replaced by the solvent vapor and easily washed away. To understand the mechanism and optimize the process in view of time and energy consumption, it is essential to investigate the fluid dynamics in such narrow gaps in more details. For that purpose, we have tried to visualize the behavior of fluid phase change using model systems [2-4].

2. Experimental Setup

2.1 Model System

To visualize the dynamics of fluids in narrow gaps, we use four working liquids, ion-exchanged water, ethanol, acetone, and heptane; they are colorless and sufficiently volatile under room temperature. To optically observe the fluid dynamics in gaps, we adopt transparent glass plates instead of metallic ones. Two types of commercially available glass plate are used; one is float glass with

Fig. 1 Microscope image of sand-blasted glass surface.
smooth surface, another sand-blasted one. The surface image of the latter taken with an optical microscope is shown in Fig. 1.

When liquid fills the gap between the float glass plate and the sand-blasted one, the system is almost completely transparent; as the evaporation proceeds and the gap is getting dried, it becomes opaque due to diffusive scattering of light, thus the drying process will be easily monitored.

The surface of the float glass is very smooth, while the sand-blasted one is rough. The roughness of sand-blasted plate is typically 20~50 μm, which is coincidentally the same order of magnitude as typical metal plates used in transformers in industrial use. The sand-blasted glass is highly wettable to water and organic solvents; for example, the contact angle of ethanol on the float glass is ~18°, while that on the sand-blasted one is almost zero.

2.2 Visualization System

A schematic setup is shown in Fig. 2. The vacuum chamber is made of transparent acrylic resin (200 × 200 × 200 mm³), inside of which glass plates sandwiching the test liquid are horizontally placed with simple zigs. The area size of the glass plate is 100 × 100 mm² with 5 mm thickness. The plates are illuminated with a white-type LED diffuse light source. The chamber is depressurized with a rotary vacuum pump (48 L/min). The inside pressure is monitored with a digital differential pressure gauge.

All experiments reported in this paper were done at room temperature, although we are planning to develop a new chamber system with a temperature control unit.

3. Results and Discussion

Two cases are investigated separately; (1) evaporation in a clamped plate system, where pattern formation and occasional flush boiling are observed, and (2) evaporation in an unclamped system, where the top plate is seen to jump due to the boiling.

3.1 Clamped System

Typical examples of the observed image during evaporation are shown in Figs. 3-5. The obtained grey-scale images can be categorized typically into three regions with different brightness. At the initial stages, the gap between the glass plates is (almost) completely filled with liquid, thus most of the incident light passes the gap without scattering, which corresponds to the brightest region. At the later stages, empty gaps randomly scatter the incident light, which should be the darkest region. In between, we found the third area, half-dark region. Considering the high wettability of glass plates, this half-dark region is considered to be a “semi-dried” area where thin liquid film spreads on the plate surface.

Branching pattern of semi-dried region appears, as shown in Fig. 4 (b); this is especially noticeable for ethanol. We suppose that some hydrodynamic instability brings this branching, similarly to the fingering in a Hele-Shaw cell [5]. The patterns during the evaporation vary with experimental conditions, such as the working fluids and the surface roughness; dissolved gas also affects the phenomenon. The area of the three regions (brightest, darkest, and in-between) is evaluated with a simple image processing technique; examples are shown in Fig. 6 for the ethanol case. Based on this analysis we can evaluate the liquid content $V_L$ in the gap, with assumption that the gap is completely filled with the liquid in
the wet region and that the amount of liquid in the semi-dried region is negligible. The results are shown in Fig. 7, with the evaporation rate \( \frac{dV_L}{dt} \).

As shown in Fig. 8, we occasionally observed abrupt and rapid deformation of the wet region, which is supposed to be flush boiling in quasi two dimensions. During the “boiling,” the propagation of the region boundary becomes as fast as 50 mm/s, in contrast to the typical evaporating speed of (i.e., propagation of branching pattern) of 0.1-0.5 mm/s. This phenomenon of rapid phase change should play an important role in the oil retrieve process in transformer cores.

3.2 Unclamped System

For practical reasons of the cleansing process of laminated metal cores, we are interested in the “flush boiling” observed in the clamped system. To investigate its kinetics, we have done experiments with unclamped
plates. The glass plates sandwiching liquid are placed horizontally without clamping in the same vacuum chamber as in Fig. 1. When the chamber pressure is sufficiently reduced under the saturated vapor pressure, the top plate suddenly jumps up. Typical examples are shown in Fig. 9.

By detecting the position of the top plate with an image processing technique, the jumping height is measured as a function of time. Typical results are shown in Fig. 10 with the chamber pressure. A sudden jump starts when the pressure reaches the saturation pressure. In most cases of a single jump, the motion of the top plate is parabolic as a function of time, as shown in Fig. 11 (a), which suggests that a single flush causes this kind of free-jumping. From its maximum height, we can estimate the kinetic energy of each jump, which is found to be corresponding to the phase change free energy which ethanol of about 3 mg releases.

The jumping becomes more frequently at later stage, and finally a quasi-periodic oscillation is observed, as shown in Fig. 11 (b). A typical frequency for the jumping oscillation is 20−30 Hz depending on the experimental conditions. Here we propose a simple explanation for the oscillation based on incomplete condensation of vapor. Consider first ideal gas of temperature $T$ confined in a
cylinder of length $L$ and cross-section area $A$, which would show harmonic oscillation of frequency

$$f_0 = \sqrt{\frac{pA}{ML}}$$  \hspace{1cm} (1)

for small adiabatic volume change, where $M$ is the pressure and $m$ is the mass of the piston, respectively. When the gas is not ideal and vapor condensation takes place, the frequency would reduce, and a rough approximation gives a form

$$f = \sqrt{1 - \alpha_c} \cdot f_0$$  \hspace{1cm} (2)

with an apparent condensation coefficient $\alpha_c$. The oscillation frequency in Fig. 11 (b) leads to a value of $\alpha_c = 0.98 - 0.99$, which seems to give a reasonable explanation.

This jumping behavior strongly depends on the surface roughness as shown in Fig. 12. When both plates are float glass with smooth surface, much fewer but larger jumps are observed; in contrast, incessant isolated jumpings are observed in the case of sand-blasted glass for both plates.

4 Summary

Using two types (float and sand-blasted) of glass plates we carried out visualization experiments of liquid evaporation in thin gaps of $10-50 \mu$m under reduced pressure. For
the clamped plate system, three regions are typically observed based on the intensity of transmitted light; completely wet, completely dry, and the half-dark or partially dried areas in between. Complex branching pattern of partially dried area often appears, which seems to be affected by various factors, such as types of working fluid, surface roughness, and dissolved gas. Rapid motions of liquid similar to flush boiling are occasionally seen, which should be important in modeling the evaporation dynamics. When the plates are placed without clamping, the top plate shows occasional jumping motions due to the flush boiling. The height and the frequency depend largely on the surface roughness.

To have better understanding of the mechanism of vapor cleansing for laminated metal plates, quantitative modelling of such quasi two-dimensional fluid phase change is required. There are several relevant control parameters, such as fluid properties (e.g., vapor pressure, viscosity, and surface tension), surface roughness and wettability, and dissolved gases. Detailed investigations with more precise control of experimental conditions (such as the plate temperature and the chamber pressure) are under way.
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Introduction
Research on cardiac biology and clinical translation might benefit from the generation of engineered 3D micro-scale cardiac tissues suited to reproduce controlled key native biophysical conditions [1]. In particular, after myocardial infarction, tissue necrosis occurs and a wound healing process takes place to form a dense collagenous scar, which impairs the normal cardiac function. Our aim is to generate a micro-scale engineered scar-like tissue as model for wound healing process to investigate the process to reverse fibroblast switch into myofibroblasts and ultimately control the extracellular matrix deposition. TGFβ1 supplementation is known to both support the switch of cardiac fibroblasts into myofibroblasts at the macro-scale [2]. We hypothesize that combined exposure to TGFβ1 supplementation and physiological mechanical stimulation (as uniaxial strain) regulates fibroblast proliferation and fibroblast-myofibroblast phenotype transition.

Material and Methods
For this purpose, we used a recently developed microfluidic bioreactor capable to apply controlled uniaxial strain to 3D cell-based constructs [3]. Rat cardiac fibroblasts were isolated from 3-day-old neonatal pups expanded in high glucose culture medium supplemented by 10% fetal bovine serum. Cardiac fibroblasts were embedded at the density of 1,45·104 cells/µl in a fibrin gel (composed by 20 mg/ml of fibrinogen and 5 U/ml of thrombin) and cultured for 7 days into the microfluidic devices. In particular, fibroblasts were statically and dynamically (10% of strain and 1 Hz frequency) cultured, with or without the addition of a specific biochemical cue, the transforming growth factor β1 (TGFβ1). The effect of the different culture conditions on cell phenotype, proliferation and ECM stiffness were investigated through immunofluorescence and optical microscopy, immunofluorescence, and atomic force microscopy (AFM)-based nano-indentation, respectively.

Results
Combined stimulation with TGFβ1 and cyclic strain (10% amplitude at 1 Hz) increased both cell proliferation and percentage of fibroblasts committed towards myofibroblast phenotype (defined as the percentage of smooth muscle α-actin (α-SMA+) positive cells) compared to the static condition without TGFβ1 supplementation. In particular, cell proliferation was statistically different in the static condition without TGFβ1 supplementation (0.95 ± 0.60%) compared to both the static (3.35 ± 1.19%) and dynamic (3.75 ± 1.33%) condition with TGFβ1 supplementation. A statistically significant increase in α-SMA expression was also found between the static condition without TGFβ1 supplementation (23.92 ± 15.50%), and both the dynamic conditions without and with TGFβ1 supplementation (58.55 ± 8.97% and 56 ± 21.03%, respectively), confirming the key role of the mechanical stimulation. Static culture yielded constructs with a relatively low mechanical stiffness, even in presence of TGFβ1 (~0.7 kPa). Conversely, mechanically stimulated fibroblasts deposited an extracellular matrix with superior Young modulus, and the constructs were similarly stiff in presence (~7 kPa) or in absence (~2 kPa) of TGFβ1 supplementation.

Conclusions
The micro-scale scar-like engineered tissues here generated represents a reliable model to investigate the effects of different molecules/drugs in the phases of proliferation and maturation of wound healing processes not only for cardiac related research but also for other tissue types (e.g. skin, liver).
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Introduction

Single molecule imaging and handling are particularly relevant for in-vitro biological application (e.g. drug delivery studies), because they offer a clear and direct way to investigate functions and dynamics of single biomolecules.

In this paper, we exploit a fully magnetic and electrical system integrated in a microfluidic device to achieve a controlled delivery and detection of single magnetic nano and micro-particles diluted in liquid.

Materials and methods

Our system is based on domain-walls (DWs) displacement by means of external magnetic fields in confined ferromagnetic zig-zag nanostructures, fabricated on-chip, to attract, move [1] and sense [2] particles in suspension over the chip. To this scope, we employed as attracting pole DWs nucleated at the corner of zig-zag structures for particles manipulation and electrical contacts to monitor the DW presence through anisotropic magnetic resistance (AMR) measurements. The chip was fabricated by means of optical and e-beam lithography and lift-off processes. The device was then capped with 35 nm of SiO2 to preserve the nanostructures from the wet environment. The measurements were performed in a Polydimethylsiloxane cell placed inside a quadrupole electromagnet, in four probe configuration, applying an AC voltage of 50 mV at 50 kHz and through lock-in detection. The movement of the particles suspended in buffer solution was monitored under an optical microscope during the measurement.

Results and Discussion

The controlled motion of the magnetic particle has been achieved by the DW displacement due to the application of a sequence of external magnetic fields parallel to the chip surface (see Fig.1a).

The magnetization of the structure is initialized by a saturating field H0 (1000 Oe) directed in the negative direction of y-axis; the field H1 (150 Oe), along the positive direction of y-axis, nucleates a single transverse DW, reversing the magnetization of the injection pad (which is a larger extremity of magnetic conduit) and propagating the DW up to the first corner in the zig-zag. The DW position remains stable after removal of H1, due to the geometrical constrain at the corner. This is the position at which the DW stray field captures a magnetic particle in suspension. Moreover, with a sequence of external magnetic fields (along the segments direction) H2 and H3 (190 Oe), the DW can be displaced along the conduit up to the last corner. In this way, a trapped bead can be dragged over the conduit.

The presence of the magnetic particle over the DW affects the value of the magnetic depinning field, thus allowing the bead detection. In fact, (see inset in Fig.1b), the superparamagnetic bead moment (µ) creates a stray field which opposes the external field, causing an increase of the depinning field required to move the DW. In Fig.1b, the variation of the voltage drop across a corner of the zig-zag structure due to the AMR while sweeping the magnetic field (0-300Oe) is used to detect the transit of the particle over the corner. For a bead of 1µm the depinning field variation is 14±3 Oe. In this way, the same magnetic conduit can be employed to accomplish both the functions of particles manipulation and detection.

Fig.1 a Frames from a video showing the attraction and the manipulation of a single 1µm bead along the magnetic zig-zag conduit. Red arrows represent the direction of the applied magnetic fields.

b Voltage drop across the zig-zag as a function of the magnetic field for the clean zig-zag (black) and during the transit of the beads (red). In the inset: 3D sketch of the device.
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The rapid miniaturization of electronic devices and the compactness of thermal equipment necessitate high heat flux removals. Flow boiling in mini/microchannels seems to be a promising method of cooling high heat flux devices. But flow boiling in microchannels encounters problems such as high amplitude local pressure fluctuations, rapid flow reversals and uneven flow distribution between the channels. These lead to local hot spots and thermo-mechanical stresses which may damage a fragile silicon, the commonly used substrate in electronic devices. Researchers have used different techniques to overcome this problem. These include employing the pressure drop elements at the inlet to channels, Kandlikar et al (2006), promoting the bubble formation inside the channels, Agostini et al (2008) and Xu et al (2009). David et al (2011) employed vapour venting membranes to reduce the channel pressure drop and wall temperature.

1-D modeling of local pressure fluctuations and flow reversals during flow boiling in a rectangular micro-channel has been done by Gedupudi et al (2011). They studied the flow reversals caused by condensable vapour due to subcooled boiling in the upstream region (for e.g., preheater) and trapped non-condensable gas at the inlet, and modelled the effect of inlet restriction.

The objective of the present work is to model the effect of vapour venting membranes on local pressure fluctuations and flow reversals caused by the confined bubble growth during flow boiling in a rectangular microchannel. Working fluid is water boiling at atmospheric pressure (channel outlet pressure). Effects of porosity, pore size and thickness of hydrophobic membrane are presented. Figure 1 shows the local pressure fluctuations with membrane (m) and without membrane, considering the condensable vapour in the upstream region, for a 0.38 x 1.5 x 40 mm channel, with nucleation site at 20 mm from the inlet. Heat flux and mass flux are 200 kW/m² and 200 kg/m²s respectively. Hydrophobic membrane pore diameter, porosity and thickness are 0.5µm, 0.72 and 65 µm respectively. With membrane, there is a large reduction in the amplitude of local pressure fluctuations, \( p_1-p_2 \) (m), across upstream liquid slug, and \( p_1-p_2 \) (m), across downstream liquid slug. However, the reduction in the plenum pressure fluctuation, \( p_0-p_e \) (m), is small. Results are presented for different heat fluxes and mass fluxes.

Fig. 1. Local pressure variation with membrane (m) and without membrane.
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Abstract An academic experiment has been set-up to highlight and understand the electro-hydrodynamic effects on the liquid vapor interface. Experimental results on HFE-7000 and HFE-7100 show that it generates a differential pressure about 120 Pa for 2kV/mm, at the interface. It could be used to improve the performance of Capillary Pumped Loops where the pumping is limited by the differential pressure generated by the porous media.
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1. Introduction

Many systems used for thermal management process involve liquid-vapor interfaces in very confined spaces. Such configurations induce mainly two kinds of forces: the capillary force and the viscous force. For example, Capillary Pumped Loops and Loop Heat Pipes are highly efficient and self-sufficient heat transfer devices used for electronics cooling. Their pumping limit is known: the maximal differential pressure generated by the porous medium determines the maximal heat flux that the system can carry for a given distance between the heat sources. As a consequence, the system performance is affected during some operating conditions such as sudden change of heat load or in applications where gravity impacts the flow. So to improve the performance of such thermal management systems, it is now considered the use of an auxiliary active pumping system. One option is to use electro-hydrodynamics (EHD) forces that enable to act on a fluid thanks to an electric field. This method needs no moving pieces; it reduces the risk of damage and it is interesting for space application.

2. Background

The electrical force acting on a dielectric fluid is usually formulated in terms of the Korteweg-Helmholtz body force density:

$$f_{kn} = \rho E - \frac{1}{2} E^2 \nabla \varepsilon + \frac{1}{2} \nabla \left( \rho \frac{\partial \varepsilon}{\partial \rho} E^2 \right)$$  \hspace{1cm} (1)

The first term is the well-know strength of Coulomb. Beyond a value of $10^6$ V/m for the electric field, charges are generated by species dissociation. These charges will move and bring the liquid with them. Systems based on this phenomenon are called “conduction pump” and they can generate a differential pressure of 320 Pa for an electric field of 3.5 kV/mm with R-123 used as the working fluid [1]. The second term is the dielectrophoresis force induced by polarization effect and linked to the contrast between the permittivity of the liquid and of the vapor. This one acts at the liquid-vapor interface, the differential pressure generated for an electric field of 0.25 kV/mm, is 58 Pa for deionized
water [2]. Before using these strengths in a two phase system to improve the pumping capacity and/or the heat exchange, or to reduce the instabilities, there are some needs to understand and model the complex interactions between the electromagnetism phenomena, the heat transfer at the liquid-vapor interface, and the capillary effects. The last term is the term of electrostriction.

The main purpose of this work is to understand these interactions at this microscale thanks to an experiment and check the validity of the models for two-phase heat transfer application.

3. Experimental set-up
An experimental set-up has been built to visualize the behavior of the interface between two vertical electrodes at different potentials. The experiment takes place in a control temperature enclosure. Glass electrodes coated with ITO (Indium Tin Oxide) are used to allow the visualization of the interface. There are 3 different positions for the electrodes that enable to change the gap between the electrodes from 1 to 3 mm. As their width is of 30 mm, we can make the hypothesis that the electric field is homogenous between the electrodes. The maximal voltage applied between the electrodes before flashover follows the Paschen’s law. It will depend on the pressure and the distance between the electrodes. We are in pure liquid-vapor system, so it will depend on the temperature.

4. Experimental results
Under the electric field, the liquid rises between the electrodes due to the pressure generated by the electric field. The liquid height has been measured for different temperatures. The final purpose is to apply a heat flux to the electrodes. First results (Figure 1) have been obtained with aluminum electrodes at ambient temperature and without heat flux, for two different fluids (HFE-7000 and HFE-7100). For both, the relative dielectric permittivity is 7.4. For an electric field of 1.5kV/mm, the differential pressure generated is about 50 to 70 Pa (symbols) that agree with models of dielectrophoresis strength available in the literature (dashed line). The relation between the pressure jump and the apply voltage is based on the works of JONES [2]:

$$\Delta P = \frac{(\varepsilon_i - \varepsilon_r)V^2}{2D^2}$$

5. Conclusion
The dielectrophoresis force acts in very located area, on the liquid vapor interface. It has the potential to pump liquid film and could be used in heat pipe for example.

Additional results will be presented for others temperatures. Specific experiments will also been presented when a heat flux is applied on the wall, involving vaporization of the liquid.
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Introduction
The liver is organized in functional units of a hexagonal structure - termed lobules - that are characterized by a rather peculiar blood microcirculation (Fig. 1). Blood enters the liver lobule from branches of both the hepatic artery and the portal vein, flows through a tangled network of sinusoids and exits from the central vein that is positioned at the center of the lobule. A better understanding of the hemodynamics that govern liver microcirculation is relevant to clinical and biological studies aimed at improving our management of liver diseases and liver transplantation.

Most of the fluid dynamic studies reported so far are either focused on the macroscopic vasculature [1] or model the sinusoidal network as a homogeneous porous medium [2, 3], thus missing local information.

Herein, we built a computational fluid dynamic (CFD) model of a 3D sinusoidal network, based on in vivo images of the mouse liver.

Materials and methods
The geometry reconstruction was performed with the software Mimics (Materialise, Leuven) from a stack of mouse liver images (0.38×0.38×25 µm) obtained in vivo using a 2-photon microscope pumped by two Ti:Sa lasers and one OPO (TriM Scope II, LaVisionBioTec, Germany). Of note, we focused on a lobule inlet (Fig. 1) and on the first branching of the sinusoids.

As shown in Fig. 2, the CFD model here proposed can accurately simulate the fluid dynamics in a portion of the sinusoidal network in mouse liver. Mean velocities (100 – 500 µm/s) and mass flow rates (4.5×10⁻³ – 2×10⁻² µg/s) in each branch are in agreement with literature values both from in vivo measurements on rats [4, 5] and from other computational models [6].

Results and conclusions

The high resolution provided by the 2-photon microscope allows for a detailed reconstruction of a portion of the mouse sinusoidal network. By means of a deeper and larger stack of images, it could be possible to model the fluid dynamics of an entire liver functional unit.
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Figure 1
Representation of the liver lobule and sinusoid reconstruction.

Figure 2
Blood velocity and streamlines in the reconstructed sinusoidal network.
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1 Introduction and Perturbation Method

A new method for modeling of micro flows is presented in this research. First, the continuum equations of fluid dynamics are developed by using perturbation expansions of the velocity, pressure, density and temperature fields:

\[
\phi = \phi_0 + Kn \phi_1 + Kn^2 \phi_2 + Kn^3 \phi_3 + O(Kn^4)
\]

Where the no-slip fields are denoted by \( \phi_0(x,t) \), and corrections to the fields due to different orders of Kn dependence are denoted by \( \phi_i(x,t) \) \( (i=1, 2, ..., ) \), and also slip fields are denoted by \( \phi_i(x,t) \). Subsequently, different orders of equations in dependence of Knudsen number are obtained. Required boundary conditions for solving each order of these equations are obtained by substitution of the perturbation expansions into the general boundary conditions for velocity slip and temperature jump [1-2].

2 Development, Discretization and Solution Algorithm

In the present work, we use three-term perturbation expansions and reach to three order of equations \( O(1), O(Kn), O(Kn^2) \) and their boundary conditions. In fact, the equations of \( O(1) \) are the no-slip Navier-Stokes equations. Also, the equations of \( O(Kn) \) and \( O(Kn^2) \) govern the required corrections due to the velocity slip and temperature jump. This set of equations is discretized in two-dimensional state on a staggered grid using the finite volume method.

Total algorithm of solution includes three steps: The first step is solution of the \( O(1) \) equations with the \( O(1) \) boundary conditions. The second step is solution of the \( O(Kn) \) equations with the \( O(Kn) \) boundary conditions. This step’s boundary conditions are obtained by fitting the first step’s fields on the walls. The third step of algorithm is solution of the \( O(Kn^2) \) equations with the \( O(Kn^2) \) boundary conditions. This step’s boundary conditions are also obtained by fitting the first and second step’s fields on the walls. A three-part computer program has been produced for solving the set of discretized equations. Each part of this code, solve one order of the equations with the SIMPLE algorithm.

3 Some Micro Flows, Results and Conclusions

At First, incompressible slip micropoiseuille and microcouette flows are solved either analytically or numerically using the perturbation method. Good agreement is found between analytical and numerical results. In both case, numerical results of the perturbation method deviate from its analytical results by increasing the Knudsen number.

Also, a shear-driven microcavity flow is investigated and its results are compared with those by the DSMC approach [3]. Good agreement is found between the results of two approaches, except near the upper corners of the cavity. This reveals that more corrections are needed in the perturbation method by increasing the Knudsen number.

By combination of two slip coefficients and the two-correction perturbation method, it can be easily used this method in the higher Knudsen numbers. At this study, we also try to evaluate different researcher’s slip models [4] and probably to propose more accurate slip coefficients.

Figure 1. Channel geometry for micro poiseuille flow.

Figure 2. Normalized slip velocity with the average velocity versus Kn for the micro poiseuille flow.

4 Some References

Inventions in micro-scale technologies have introduced compact and high power density devices, which dissipate high heat fluxes beyond the scope of conventional heat sinks. Microchannel heat sinks with flow boiling has the potential to cool high heat flux devices. However, confined bubbles in these channels lead to pressure fluctuations, which, in the presence of a common inlet header, trapped non-condensable gases and subcooled boiling in the upstream region, in turn can lead to flow instabilities, causing transient dry-out, local hot spots and thermo-mechanical stresses.

Kew and Cornwell (1996) modeled rapid bubble growth and subsequent pressure fluctuation during flow boiling in tubes. Later, measurements of pressure changes at different locations along the axis of the test section as obtained by Kenning and Yan (2001) were found to be of the same order as those modeled by Kew and Cornwell. Flow reversal due to trapped gases were also noticed during the experiments. Kandlikar et al. (2006) were able to suppress the pressure fluctuation using constriction at the channel inlet and artificial nucleation sites. Thome and DuPont (2007) induced nucleation in microchannels using a micro pulsed heater as a means to stabilize the flow and enhance the heat transfer. Xu et al. (2009) attempted to stabilize flow instabilities in micro-channel using such seed bubbles.

Gedupudi et al. (2011) presented a 1-D model for estimation of the pressure changes and flow reversal considering trapped non-condensible gas at the inlet and condensable vapour due to subcooled boiling in the upstream region, for a single bubble in the channel. However, a channel can contain multiple bubbles given the bubble nucleation frequency, nucleation sites at different locations and stabilization techniques. This influences the pressure fluctuation and also flow reversal in the presence of inlet compressibility. In the present study, the above 1-D model is extended to include the effects of nucleation frequency in the channel. Water boiling at 1 atm is considered.

Figure 1 shows a typical effect of bubble nucleation frequency on pressure fluctuation during flow boiling in a microchannel, with bubble incipience from the same nucleation site located at the channel inlet, without inlet compressibility. The channel is 0.375 mm deep, 1.5mm wide and 42mm long. The heat flux and mass flux are 200 kW/m$^2$ and 700 kg/m$^2$s respectively. As can be seen in the figure, the amplitude of pressure fluctuation decreases with the increase in nucleation frequency. The study presents results for different mass fluxes, heat fluxes and nucleation site locations with and without inlet compressibility.
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Abstract In the recent years, numerical simulations by means of the Volume of Fluid (VOF) method have become an interesting tool to study two-phase flow with and without phase change. When dealing with small geometries, experimental investigations can be invasive and affect the phenomenon itself and also very expensive and time demanding. However, validation of the numerical simulations by experiments is still a key point to obtain reliable results. The present paper aims at providing an understanding of the annular condensation process inside minichannels at low mass velocities ($G \leq 200$ kg m$^{-2}$ s$^{-1}$) by means of VOF simulations and experimental heat transfer measurements. Three-dimensional and steady numerical simulations of R134a condensation inside 3.4 mm i.d. circular minichannel have been validated with the experimental data to analyze the influence of liquid film distribution and liquid film flow on the heat transfer coefficient.

Furthermore, since from experimental flow visualizations at these operating conditions it is possible to note the presence of waves at vapour-liquid interface at certain mass fluxes, 2-D axisymmetric and unsteady simulations have been performed to study the waves formation during adiabatic flow inside 3.4 mm and 1 mm i.d circular minichannel.
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1. Introduction

From recent and past literature emerges that correlations originally developed to predict the heat transfer during condensation in convectional channels can be successfully applied also to the minichannel technology at high mass fluxes [1].

At lower mass fluxes the turbulence of the liquid film is negligible and the local heat transfer coefficient is strictly related to the liquid film distribution [2].

In this low mass flux region the predicting procedures may not provide accurate estimations. At these operating conditions, in the literature there are few experimental data for condensation inside single minichannels; the heat transfer is about few watts and the heat transfer coefficient is difficult to measure with low uncertainties. Furthermore, most of the time an “insight view” of the condensation process results experimentally impossible without affecting the phenomenon itself. For this reason it is important to support the experimental investigation with the numerical simulations. With this aim, in present work, the R134a steady annular condensation inside 3.4 mm i.d. minichannel and the unsteady adiabatic annular flow inside 3.4 mm and 1 mm i.d. circular minichannel at low mass velocities have been analyzed by means of VOF simulations, experimental heat transfer measurements and flow visualizations.

2. Steady state numerical simulations

In small diameter channels, the annular flow regime during condensation covers a wide range of vapour qualities. In addition, waves formation at the vapour-liquid interface is reduced if compared to larger diameter channels [3]. As a first step, since the computational effort is lower compared to time-dependent calculations, steady state
numerical simulations are used to investigate annular condensation inside minichannels. Three-dimensional numerical simulations of R134a condensation have been carried out in a horizontal circular minichannel with an internal diameter $D=3.4$ mm. Simulations have been performed at 40°C saturation temperature, at a fixed saturation-to-wall temperature difference ($T_s-T_w$) of 10 K and variable mass fluxes $G$.

In order to validate the numerical results, experimental data measured during R134a condensation inside a 3.4 mm channel are also reported.

Two different numerical methods have been considered to take into account the occurring or the absence of turbulence inside the liquid film ($k$-$\omega$ SST and laminar approach, respectively). As depicted in Fig. 1, for mass velocities $G=100$ kg m$^{-2}$ s$^{-1}$ and $G=200$ kg m$^{-2}$ s$^{-1}$ a better prediction of the experimental results can be achieved when the $k$-$\omega$ SST turbulence model is used.

3. Waves formation at the vapour-liquid interface

From the experimental visualization performed inside the 3.4 mm minichannel [4], at certain values of mass flux, it can be seen that the liquid interface is irregular with the presence of waves. Steady state simulations cannot account for the presence of waves at the vapour-liquid interface. For this reason, time-dependent numerical simulations have been performed. For computational time saving, a 2-D axisymmetric domain has been considered (zero-gravity). A preliminary result is reported in Fig. 2, where the waves formation during adiabatic flow inside a 3.4 mm and 1 mm i.d. minichannel channel at two different mass fluxes has been analyzed. The influence of mass flux and tube diameter on the occurrence of interfacial waves has been investigated.
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Abstract
Taylor bubble flow in microchannel systems play an important role in many industrial applications such as two-phase flow micro heat exchangers, pulsating heat pipes, monolithic reactors, digital microfluidics, microscale mass transfer process, fuel cells, etc. Taylor bubble is formed in capillary tubes when gas-liquid or liquid-liquid flows with particular range of flow rate ratios. In this work, a 3-D numerical study has been carried out using the volume-of-fluid (VOF) method on commercially available Ansys Fluent® for the formation of (i) isolated Taylor bubble, and (ii) a train of Taylor bubbles, in a square channel of side 1.0 mm. At inlet of the capillary tube, gas and liquid flows in co-current flow arrangement neglecting the nozzle thickness. Constant thermo-physical properties are considered for solid and fluid. The flow is hydrodynamically developing at the inlet of the channel. Taylor bubble formed gets stabilized at the entry section of the fluid channel. The Taylor bubble then passes through a square channel (1 mm²) carved on a solid substrate of size 3 × 2 × 30 mm³. The flow is hydrodynamically fully developed and thermally developing inside this channel. Constant heat flux is applied on the bottom wall of the substrate (3 × 30 mm²), while all other surfaces exposed to the ambient are insulated. To avoid the end effect, the fluid again passes through a capillary tube after it travels the full length of the heated substrate. Thus, three-dimensional Navier-Stokes and energy equations are solved simultaneously. No slip boundary condition is imposed on the inner walls of the channel. Sufficiently fine mesh considered near the boundary to capture liquid film surrounding a Taylor bubble interface near the wall. The liquid film is maintained without its breakup throughout the length of the channel. Grid independence tests are carried out using standard procedure to decide the final mesh size. The method adopted for Taylor bubble formation is validated with existing results.

The objective of this study is to explore heat transfer enhancement due to injection of Taylor bubbles in steady flow, which causes disturbance in the flow field at its head and tail, resulting in mixing in the fluid that shows reduction in wall temperature compared to single phase liquid flow in the channel. The axial variation of bulk fluid temperature shows a footprint of a Taylor bubble at its front end. The average Nusselt number (Nuavg) is calculated based on bulk fluid temperature and average wall temperature of three side walls (except upper wall), which shows increased heat transfer up to 1.2-1.6 times (even more than this) compared to steady single phase liquid flow in the channel. The analysis is carried out for a wide range of capillary numbers (different combination of water and air velocities). It is also attempted to capture the foot print of the bubble. The effect of bubble length and the frequency of bubble occurrence is also studied.
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Pressure Drop Analysis in a Rectangular Microchannel with Staggered Arrangements of Cylindrical Micro Pin Fins
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Abstract This article presents a computational study on hydrodynamic characteristics of the flow inside a rectangular microchannel with the dimensions of 5000 x 1500 x 100 µm³ (L x W x H) which includes different staggered arrangements of cylindrical micro pin fins. Three different diameters are considered for micro pin fins which results in three different height to diameter (H/D) ratios of 0.5, 1 and 2. Besides, two different pitch ratios of 1.5 and 3 are considered in the horizontal (S_L/D) and vertical (S_T/D) directions. Thus, totally seven configurations are analyzed using the commercial CFD package of ANSYS v.14.5 software. The simulations are performed for each configuration at four Reynolds numbers of 20, 40, 80 and 120 while a constant heat flux is applied through the bottom surface of the microchannel as well as the liquid interacting surfaces of the micro pin fins. The results showed that a decrease in pin fin diameter (increasing H/D ratio) increases pressure drop and friction factors. Moreover, while utilizing larger S_T/D ratio significantly decreases pressure drop, it has a significant adverse effect on friction factor. Besides, using larger S_L/D ratio results in slightly lower pressure drops and friction factors.
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1. Introduction

Micro heat sinks are widely used in cooling applications. A common method for achieving heat transfer enhancement is using enhanced surfaces such as micro pin fins. However, this results in higher pressure losses. There are a number of studies to identify the sources of associated pressure loss and to reduce them while maintaining a desirable performance. Kosar et al. [1] experimentally studied the pressure drops in microchannels with different micro pin fin arrangements at Reynolds numbers below 128. Koz et al. [2] did a computational analysis on a single low H/D ratio circular micro pin fin at Reynolds number below 150 with different heat fluxes. In this article, pressure drop and friction factor results of seven staggered arrangements of micro pin fins are presented and the effects of height to diameter ratio (H/D) and different horizontal and vertical pitch ratios (S_L/D and S_T/D) are investigated.

2. Geometrical Modeling:

A 5000 x 1500 x 100 µm³ (l x w x h) rectangular microchannel is modeled with seven different staggered arrangements of circular micro pin fins (MPF) using the same height as h. The specifications of each configuration are presented in Table 1 where L, M and S stand for large, medium and small diameter size. V and H regards to vertical and horizontal directions, and d and s stands for dense and sparse pitch ratios.

<table>
<thead>
<tr>
<th>No.</th>
<th>Name</th>
<th>D (µm)</th>
<th>H/D</th>
<th>S_L/D</th>
<th>S_T/D</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>LV_dH_d</td>
<td>200</td>
<td>0.5</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>2</td>
<td>LV_H_d</td>
<td>200</td>
<td>0.5</td>
<td>1.5</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>MV_dH_d</td>
<td>100</td>
<td>1</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>4</td>
<td>MV_H_d</td>
<td>100</td>
<td>1</td>
<td>1.5</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>MV_H_s</td>
<td>100</td>
<td>1</td>
<td>3</td>
<td>1.5</td>
</tr>
<tr>
<td>6</td>
<td>MV_dH_s</td>
<td>100</td>
<td>1</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>SV_dH_d</td>
<td>50</td>
<td>2</td>
<td>1.5</td>
<td>1.5</td>
</tr>
</tbody>
</table>
3. Numerical Modeling - Data Reduction:

The simulations are done at four Reynolds numbers of 20, 40, 80 and 120 by specifying the fluid’s inlet velocity to the microchannel. The highest Reynolds number corresponds to the inlet velocity of 0.643 m/s. Atmospheric conditions are imposed as the outlet boundary conditions. A constant heat flux of 30 W/cm² is applied through the bottom surface and similar heat fluxes are applied through the liquid interacting faces of MPFs. All other surfaces are assumed to be thermally isolated. It is assumed that water remains as liquid at all working temperatures and its thermodynamic properties are set to be temperature dependent. Continuity, momentum and energy equations are solved with the convergence criteria for all residuals to be less than $10^{-5}$. Besides, prior to performing the analysis, a grid sensitivity analysis is done and the results of the numerical model is validated using the experimental data of the 2CLD configuration in [3]. Pressure drop and friction factor are obtained using the following expressions:

$$\Delta P = P_{in} - P_{out}$$  \hspace{1cm} (1)

$$f = \frac{2 \rho \Delta P}{N_{hor} G^2}$$  \hspace{1cm} (2)

where $\rho$ is the fluid’s average density, $N_{hor}$ is the number of MPFs in the horizontal direction and $G$ is the mass flux, which is expressed as:

$$G = \frac{\rho Q}{A_{min}}$$  \hspace{1cm} (3)

$$A_{min} = \frac{S_T - D \cdot wh}{S_f}$$  \hspace{1cm} (4)

4. Results and Discussion:

Figure 1 shows that the highest pressure drop is obtained in the SV$_d$H$_d$ configuration which has the smallest diameter size while the lowest pressure drops correspond to the MV$_d$H$_s$ and MV$_s$H$_d$ configurations, respectively, which both have larger vertical pitch ratios. The larger horizontal pitch ratio also slightly contributes in decreased pressure drops as can be seen when comparing the MV$_s$H$_s$ configuration with the MV$_s$H$_d$ configuration as well as the LV$_d$H$_s$ configuration with the LV$_d$H$_d$ configuration.

Figure 2 shows that as the diameter increases, friction factor decreases. Also, the larger $S_T/D$ ratio results in significantly higher friction factors. Nevertheless, the larger $S_L/D$ contributes to a decrease in the friction factor.
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Silicon micropumps [1] are the “heart” of active microfluidic systems that allow one to perform precise manipulation of fluids for many applications, e.g. Drug Delivery Systems (DDS), biological fluids handling and thermal management of electronic components. In particular, focus is on the so-called diaphragm displacement micropump, which uses the mechanical oscillation of a thin plate in order to displace fluid. With the recent advancements in microfabrication techniques, pursuing more compact dimensions and enhancing pump performances while lowering power consumption has become a main trend.

This work presents the modelling and the design of a new diaphragm micropump, with the main purpose of achieving good pumping performances along with easy and cheap fabrication. The new device (patent pending, see [2]) is fully compatible with standard micromachining processes customarily adopted in the field of microsystems or microelectromechanical systems (MEMS), hence it can be easily industrialized. The proposed design aims at manufacturing a compact device, which can be easily coupled with the control circuitry and suitable sensors. The research activities have been referred to the geometry and the peculiar features of the device (double-diaphragm symmetric actuation, passive inlet valve, active/passive outlet valve for easy priming), as well as the manufacturing process to be adopted (surface micromachining on two facing wafers). The innovative design intends to solve the following technical problem: to realize a micropump with integrated valves by using two silicon wafers only, without the introduction of materials (e.g. piezoelectric) which are not adopted in the most common MEMS fabrication processes. It is worth noting that previously introduced designs require the stacking of several layers, thus entailing higher production costs and complexity. Moreover, electrostatic actuation is highly compatible with the aforementioned machining techniques, while it does not require the use of external drivers. A double-diaphragm symmetric actuation is introduced, in order to improve the pumping efficiency; to this purpose, the height of the pumping chamber can be freely decided, thus avoiding the problem of small compression ratio shown by previous proposals. The device is endowed with pre-loaded ortho-planar valves: in this way, the leakage problems (typical of flaps valves) are circumvented. We have adopted a passive inlet valve and an active/passive outlet valve for easy priming.

The performances of the proposed design have been evaluated on the basis of multi-physics simulation, carried out by means of the Finite Element method. Moreover, the preliminary parametric analyses have required the development of ad hoc simulation techniques [3], which allowed for the fast execution of different analysis for various geometric configurations. The achieved results revealed the good performances and the reliability of the proposed micropump, also confirmed by some experimental tests on specific parts of the device [4].
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A microfluidic device for DNA amplification is a critical component of lab-on-chip (LoC) systems intended for diagnostics. A typical process for DNA amplification is the Polymerase chain reaction (PCR), performed in continuous flow or static chamber microfluidic devices, where the DNA sample flows through three separate zones: Denaturation (92-98 °C), where DNA bonds are disrupted, annealing (50-60 °C), where primers denote the part of the DNA chain to be replicated, and extension (68-72 °C), catalyzed by Polymerase, which replicates the denoted DNA part [1]. Moreover, recent studies in molecular biology have offered isothermal processes for DNA amplification such as loop-mediated isothermal amplification (LAMP), rolling circle amplification (RCA), single stranded displacement amplification (SDA), Recombinase Polymerase amplification (RPA), and Helicase dependent amplification (HDA) [2]. All processes are temperature sensitive and (most of them) are facilitated in microfluidic devices with integrated heating elements.

This work focuses on the design of microfluidic devices fabricated with flexible printed circuit (FPC) or printed circuit board (PCB) technologies which allow integration of the heating elements on the same substrate. Commercial thin polymeric films are used as structural materials for the microfluidic channels, while the integrated metallic layers are used for realizing the resistive microheaters [3].

The objective of this work is the design and the process optimization of DNA amplification devices based on PCR and HDA processes. For the PCR microfluidic device, the focus is on the temperature uniformity of the heated zones and the thermal isolation between them. For the HDA device, the focus is on reaction kinetics. The design and the optimization are performed by a computational study. The mathematical model consists of a detailed 3d model which couples fluid flow, heat transfer, mass conservation of species, and Joule heating equations. The equations are numerically solved by the finite element method implemented by the commercial code COMSOL.

Calculations for the PCR microfluidic device show that the low thermal conductivity and the small thickness of the polymeric films (polyimide in our case) allow for temperature uniformity when the footprint of the device is large enough [3, 4]. However, when the desired device footprint is small, one metallic layer is not enough and multiple metallic layers in a PCB are required to achieve the necessary-for-heating total resistance of the heating elements. The combination of layers with higher thermal conductivity (such as the materials used in PCBs) and the increase of the thickness of the stack make the design a challenging task.

The results in Fig. 1 refer to a case of a continuous flow PCR microfluidic device where an optimization of the distances between the heating elements has been performed; the calculations correspond to the unit cell of the device, where one thermal cycle takes place. Fig 1a shows the fluid temperature at the middle height of the microfluidic channel and Fig. 1b shows the fluid temperature along the channel axis. The optimized distances allow good thermal isolation between the heated zones and the achievement of the desired temperature at each zone.

![Graph](image)

**Figure 1.** Results for a small footprint continuous flow PCR microfluidic device. (a) Fluid temperature at the mean height of the microfluidic channel. (b) Fluid temperature along the channel axis.

Regarding the microfluidic device for HDA [5], preliminary results on HDA reaction kinetics will be presented.
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In confined rarefied gases, one can generate a flow by solely applying a tangential temperature gradient along a wall: without any initial pressure gradient, the gas macroscopically moves from the cold to the hot region. This phenomenon is the so-called thermal creep or thermal transpiration effect and it is the main operating principle of the well-known Knudsen compressor, which can generate gas pumping without the need of moving parts [1]. A recent experimental study on thermal transpiration has produced results for some characteristic parameters associated to this phenomenon, such as the thermal molecular pressure difference (TPD) at the final zero-flow stage, the stationary mass flow rate and the characteristic times of the system [2]. However, experimental results on thermal transpiration, especially regarding the thermally driven mass flow rate and characteristic times of the pumping system, are still lacking in the literature. Many important characteristics of this type of flow cannot yet be accurately analyzed.

In this study, a new experimental set-up for investigating a thermal transpiration flow through a single micro-tube is presented (Fig. 1). The experimental apparatus has been designed in order to be adaptable to test other geometries and finally Knudsen compressors, too. The experimental set-up is composed of four main parts: (i) the test section, where the microsystem, such as a micro-tube or a Knudsen pump, can be connected; (ii) the measurement ring section, composed of two reservoirs coupled to capacitance diaphragm pressure gauges (CGA and CGB) and thermocouples (TA and TB); (iii) the temperature control system, consisting of a heater made of constantan wire, a Peltier module and its controller, three thermocouples and a power supply; and (iv) the accessories section, composed of a turbomolecular pump, supply gas tanks and the acquisition system. One of the most important features of this set-up is that the tested microsystems are easily interchangeable. Moreover, the independent and punctual temperature control system can provide desired temperatures at any place in the microsystem.

In order to test our experimental apparatus, a single glass micro-tube configuration has been mounted at the test section. The characteristic time of our experiments is of the order of 20 min, to be compared with the 100 s reported in [2], which provides the possibility of studying the transitional stage more accurately. The great difference between the characteristic times of the two experiments is due to the difference in the tank dimensions of both configurations. The volumes used in our configuration correspond to 5.7 times the volumes employed in [2]. Moreover, the influence of temperature differences and temperature distributions (exponential one and quasi-linear one) along the tube are presented and discussed.
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Abstract Recently, a novel configuration of a thermally driven pump has been proposed, where the induced net flow in a gas confined between two saw-tooth like isothermal surfaces kept at different temperatures is produced, based on the principal of the thermal-stress flow. Here, the performance of this design is numerically investigated by a parametric study. Simulations are performed via the Shakhov model, solved on a triangular grid to perfectly fit the flow boundaries. The effect of all parameters, including the Knudsen number, the temperature ratio and the geometry, on the flow patterns and net flow rate are examined.
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1. Introduction

Based on the principles of the classic Knudsen pump, various configurations of thermally driven gas micro-pumps have been proposed, with most of them relying on the thermal transpiration mechanism. However, in miniature devices, it is hard to maintain the large temperature gradients needed along the pump surfaces. Recently, a novel configuration for a thermally driven pump has been proposed, utilizing the thermal-stress flow in order to induce a net mass flow rate in a gas confined between two saw-tooth like isothermal surfaces kept at different temperatures. This configuration has been numerically investigated in [1] using a hydrodynamic approach and in [2] using the Direct Simulation Monte Carlo (DSMC) method.

In the present work the same setup is simulated via a deterministic approach by the direct solution of the nonlinear Shakhov kinetic model equation. The validity of kinetic modeling is demonstrated by a comparison with corresponding DSMC results and then, a parametrization study is performed to optimize performance design. In general, in low speed flows, kinetic solvers are computationally more effective than the DSMC approach.

2. Flow Configuration

The examined configuration is shown in Fig. 1, where the top and bottom walls are kept at temperatures $T_1$ and $T_2$, respectively, ($T_2 > T_1$), which are maintained constant, while periodic boundary conditions are applied at the two side boundaries. Due to the temperature difference two counter-rotating vortices are formed which drive the flow and finally induce a net mass flow rate. A maximum value of the net mass flow rate is observed in the early slip regime [2]. The temperature driven flow is characterized by the Knudsen number $Kn$ (or the rarefaction parameter $\delta \sim 1/Kn$), the temperature ratio, the working gas and the geometrical parameters of the periodic saw-tooth like channels. The effect that each one of those parameters has on the flow is analyzed, in order to fully reveal the advantages and drawbacks of the design. Apart from those operational parameters, the partial momentum and thermal accommodation on the walls is important. Simulations are conducted for
various temperature ratios, corresponding to small, medium and large temperature differences in a wide range of the Knudsen number.

3. Modeling and Results

The flow is modeled by the nonlinear Shakhov model equation, which is solved numerically by the Discrete Velocity Method (DVM) in the velocity space and typical finite differencing in the physical space, using an unstructured triangular mesh to perfectly fit the flow setup boundaries. More importantly, a recently developed algorithm is introduced, to allow the implementation of marching through the physical grid even in the present case of unstructured meshes. Based on this advancement, the simulation is performed, following the particle trajectories in a properly indexed grid, while the method of characteristics is used for the solution of the kinetic equation at each physical element. Based on this development there is no need of matrix inversion in solving the deduced algebraic system in each DVM iteration.

Indicative results are shown in Fig. 1, where streamlines and temperature contours are plotted for $L/d = 4$, $l = L/4$, $h/d = 1.5$ and $\alpha = 0.422\pi$ (these geometrical parameters are defined in Fig. 1a). It is seen that for $\delta = 1$ there is a wavy net flow, moving along the center of the channel between the stationary vortices appearing in the lower and upper grooves of the periodic channel. For $\delta = 0.5$ the net flow is in the opposite direction and follows a different path. It is moving along the upper part of the cold wall, through the region between the vortices and finally along the hot wall. These routes are shown with red lines in Fig. 1. For $T_i = 300\, \text{K}$, $d = 1\, \mu\text{m}$ and a width of $20\, \mu\text{m}$ with Ar as the working fluid, the net mass flow rate for $\delta = 1$ is of the order of $10^{-13}$ kg/s, while for $\delta = 0.5$ it is one order of magnitude smaller. This analysis is generalized for various values of the involved parameters in an effort to optimize the design.
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Cyclic uniaxial strain on 3D microconstructs: a novel heart-on-a-chip platform for the generation of functional cardiac microtissues
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To date, the generation of functional micro-cardiac tissues still remains an open issue. In vivo, cardiac cells undergo multiple cues deriving from the local heart tissue “niche”, which instructs cells through dynamic biochemical, electrical and mechanical signaling, eventually guiding tissue development and maturation. In particular, cardiomyocytes (CMs) are subjected to periodic contraction/relaxation sequences deriving from the beating of the heart [1,2]. A robust and predictive in vitro model of mature cardiac tissues should thus enable the recapitulation of (i) the three-dimensional (3D) architecture of complex cell-cell and cell-extracellular matrix (ECM) interactions and (ii) electro-mechanical stimuli resembling the native myocardial environment, (iii) in the presence of controlled biochemical signals [3].

Materials and Methods

Here, we report a new method to generate mature and highly functional cardiac microtissues within perfused microfluidic devices. To this purpose, an innovative micro-bioreactor for the culture of 3D cell constructs was designed, able to recapitulate the physiological strains experienced by cells in the native myocardium (range 10-15%). Briefly, an array of posts was implemented to confine and culture cell-laden gels, and a pneumatic actuation system was embedded to induce uniaxial cyclic strains to the 3D constructs (generated by neonatal rat or human pluripotent derived cardiomyocytes). The presence of auxiliary channels allowed to perfuse medium during culture, while providing biochemical stimulation and transporting pacing signals during the functional evaluation of tissues.

Results

As shown in the figure, stimulated cardiac constructs expressed higher levels of connexin-43 (Cx43) compared to the 3D static culture condition, suggesting superior electrical connection among neighboring cells and cardiac maturation. Interestingly, stimulated constructs highlighted higher cell viability with respect to control. Moreover, the cyclic mechanical stimulation promoted spontaneous synchronous beating of the constructs, all over their volume. Electric pacing experiments further demonstrated the superior maturation of the stimulated constructs.

Conclusion

We introduced a novel heart-on-a-chip platform able generate functional cardiac microtissues from either neonatal rat or human pluripotent derived cardiomyocytes. This result was achieved through the application of a highly controlled cyclic uniaxial strain to 3D microtissues in culture. The compatibility with electrical pacing makes the platform suitable for both high-throughput preclinical drug screenings and physio/pathological states investigations.
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Annular geometries with the inner represent the reference model for a number of technical applications, such as journal bearings, viscometry, drilling etc. The annular gap may be filled by fluids which cannot be modelled as Newtonian, as is the case for emulsions, rather more complex rheological models such as that of Giesekus must be used. In the manufacturing of micro-holes, the desired geometry may be achieved by the use of peck-drilling, which involves the use of an emulsion acting as a coolant. Under these conditions, the rheological and thermal behavior of the cooling fluid is important to correctly set drilling parameters. This work analyzes the fluid dynamical and thermal behavior of a Giesekus fluid in a rotating annulus in the presence of viscous dissipation and non-isothermal flow.

The Giesekus model characterizes a fluid through use of three physical parameters: viscosity, mobility factor and relaxation time. Many previous works have proposed analytical solutions for the velocity profile based on a linear approximation, which makes mathematical treatment easier but restricts the validity of the results to a comparatively small range in the values of the parameters involved. A recent work by Daprà and Scarpi [1] proposed an analytical solution for the flow in an annulus with the inner wall rotating and the outer wall at rest, which takes into account the non-linearity in the constitutive equation for different values of the inner-to-outer-diameter ratio \( k \) and wide ranges of the mobility factor \( \alpha \) and the Deborah number \( De \), as shown in Fig. 1, for \( k=0.5 \) and different values of the \( De, De=0 \) corresponding to a Newtonian fluid behavior.

As can be seen from the plot, the velocity gradients for increasing values of \( De \) become confined to a short distance from the rotating wall, which modifies the stress distribution and causes a sharp decrease of the friction factor, as exemplified by the ratio of the Poiseuille numbers (related to the Fanning friction factor) \( Po/Po_N \), which is always below unity and decreases as \( De \) increases, \( Po_N \) being the Poiseuille number for a Newtonian fluid.

The energy equation is also solved accounting for viscous dissipation as embodied by the Brinkman number. Concerning the latter, the classical expression which contains a viscosity independent of the shear rate and is thus inapplicable when Giesekus fluids are involved, as pointed out by Coelho and Faria [2]. As a consequence, a new definition of the Brinkman number for the geometry and fluid involved is given, which is based on the original meaning of the Brinkman number, i.e. the ratio of the work dissipated due to friction to the heat transfer rate at between fluid and walls.

As the velocity profile differs from that of a Newtonian fluid, also the temperature profile is affected: the influence of the Deborah number and mobility factor is investigated and it is found that the increase in \( De \) and a abate the maximum temperature significantly, thus allowing higher rotation speeds than in the case of a Newtonian fluid, as seen in Figure 2.
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1 Abstract

Presence and frequency of circulating tumor cells (CTCs) in bloodstream of patients with epithelial cancers (carcinomas) is an important intermediate step in cancer metastasis and provides a routinely valuable insights associated with disease stage and treatment evaluations without the inconvenience of obtaining fresh tissue biopsy. Despite significant clinical relevance, progress on CTCs research is hindered by the lack of efficient and robust CTCs separation techniques due to their extremely rare occurrence (1–100 CTCs per 10^9 blood cells). This, coupled with their highly heterogeneous morphologies and molecular signatures, makes their isolation from the other cells [4] difficult. The cell focused in proximity of the wall, larger than a defined cut-off size, are trapped in these vortices and then separated by a balance of hydrodynamic forces, the Poiseuille profile and the velocity is exactly on the walls. Firstly, a series of simulations without particles to validate the flow assumption (which predicts that the average flow velocity should be strictly proportional to the applied pressure gradient) have been run. The influence of the Reynold number (Re) on the stream tracer distribution in the chamber has been studied for different aspect ratios of the outlet channel. In the microchannel the fluid is separated into main flow, sheath flow and vortex. Simulation results show how the boundary of the main flow and the sheath flow change depending on the Re value, thus affecting the sorting efficiency. Whereas, keeping fixed Re, and varying the output pressure (changing the outlet channels aspect ratios), the boundary position is affected. Afterwards, we simulate the injection of neutrally buoyant particles into the inlet and their interacting with each other and with the fluid flow. The particles motion is governed by the Newton's law, where the force is computed from the relative fluid velocity (with friction) affecting. The flow enters from the main rectangular cross section channel (on the left of the image). The outflows are located in the other three channels.

The lattice-Boltzmann method (LBM) using the Palabos open-source CFD solver [6] is employed to solve the incompressible, time-dependent Navier-Stokes equations numerically. We employ the Guo off-lattice boundary condition to describe the confining walls. It is noteworthy that such a model allows one to employ a fixed space discretization and geometries described by an STL file, so that the investigation of different geometrical configurations is straightforward. A constant mass flow is imposed at the inlet by means of a velocity Poiseuille profile and the velocity is exactly on the walls. Eventually, a series of simulations without particles to validate the flow assumption (which predicts that the average flow velocity should be strictly proportional to the applied pressure gradient) have been run. The influence of the Reynold number (Re) on the stream tracer distribution in the chamber has been studied for different aspect ratios of the outlet channel. In the microchannel the fluid is separated into main flow, sheath flow and vortex. Simulation results show how the boundary of the main flow and the sheath flow change depending on the Re value, thus affecting the sorting efficiency. Whereas, keeping fixed Re, and varying the output pressure (changing the outlet channels aspect ratios), the boundary position is affected. Afterwards, we simulate the injection of neutrally buoyant particles into the inlet and their interacting with each other and with the fluid flow. The particles motion is governed by the Newton's law, where the force is computed from the relative fluid velocity (with friction) and from the interaction with nearby particles.

Results of these simulations will pave the way towards the design and fabrication of a fully inertial sorting lab-on-chip (LOC) device.
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Abstract The characteristics of gas-liquid two-phase flow and the regularities of the heat transfer during flow boiling in non-circular microchannels, resulting from the experimental and theoretical studies, are discussed in this paper. A new approach for prediction of the transition to annular flow is proposed and verified experimentally using the statistical characteristics of the gas-liquid flow. A convective evaporation model for the annular flow with curved and ruptured liquid microfilm is proposed and discussed. Combined model of flow boiling heat transfer for non-circular microchannel and microchannel heat sink unifying the phenomena of nucleate boiling suppression and heat transfer enhancement for extremely thin liquid film is presented. The examples of model validation based on experiments with refrigerants and water are discussed.

Keywords: Flow Boiling, Evaporation, Gas-Liquid Flow Patterns, Non-Circular Microchannel

1. Introduction

In recent years, flow boiling in microchannels has received considerable attention due to its capability for thermal management of microelectronics, compact two-phase cooling systems and micro-evaporators. The present paper is focused at understanding the mechanisms of flow boiling heat transfer in non-circular microchannels in an attempt to identify methods to improve the heat transfer performance. Using dual-beam laser scanning and laser induced fluorescence statistical characteristics of gas-liquid flow are analyzed to identify the flow patterns. The annular flow model for evaporation in non-circular microchannel is presented and discussed including the recent analysis of liquid film rupture and rivulet evaporation. Combined model for calculating of the flow boiling heat transfer in microchannels is proposed and verified experimentally.

2. Gas-Liquid Flow Patterns

2.1 Statistical analysis of the flow

To further explore the scale effects on gas-liquid flow in microchannels, a scaling analysis is presented in this paper to identify the effect of various forces on Taylor flow. Statistical analysis of the duration of gas and liquid phase existence is performed for water-nitrogen flow using the laser flow scanning [1]. It is shown that highest values of the overall variance correspond to the transition to annular flow. An equivalent film thickness approach to the prediction of the transition from Taylor to annular flow is proposed and verified experimentally. For annular flow the film thickness is measured using laser-induced fluorescence and it was shown that capillary forces deform the interface in microchannels. Flow patterns for refrigerants flow boiling at different reduced pressures are discussed also.

2.2 Annular flow model for microchannel

Convective evaporation model at annular flow is of fundamental importance for the prediction of flow boiling in microchannels. The modeling suite for non-circle channel [2] based on the allocation of two zones of the liquid flow: flow in the menisci near the corners and film flow on the channel walls, is modified to account the peculiarities of film flow in rectangular channel and wall roughness effect. Proposed model considers the peculiarities of heat transfer enhancement.
after breaking of the evaporating liquid film. It is shown that in vicinity of contact line the interface shape and heat transfer are determined by the capillary forces and evaporation rate. The calculations for adiabatic annular flow show non-uniform liquid film thickness in a channel cross-section and are in agreement with the LIF measurements.

### 3. Flow Boiling Heat Transfer

The primary objective of this study is presentation of the combined flow boiling model which can predict how the heat transfer coefficient correlates with heat flux, reduced pressure, mass flux and vapor quality. While this problem was addressed in many studies, flow boiling heat transfer in non-circle microchannels still not predicted precisely.

Combined model of the convective evaporation and nucleate boiling, unifying the phenomena of nucleate boiling suppression and heat transfer enhancement at annular flow is based on the regularities of flow boiling heat transfer for refrigerants and water. In experiments, the microchannel plate containing 21 channels with 335x930 \( \mu \)m cross-section is used. For R134a at reduced pressure of above 0.2, the obvious impact of heat flux on the magnitude of heat transfer coefficient is observed [3]. It occurs, when nucleate boiling is the dominant mechanism of heat transfer. For R21 and R141b at reduced pressures less 0.11, the convective evaporation becomes essential at low heat flux and high vapor quality. Nevertheless, nucleate boiling is still dominant mechanism at high heat flux.

To take account of events provided, the multi-scale model based on approach [3] is proposed. Together three mechanisms of heat transfer are considered: two-phase convection, nucleate boiling and heat transport through evaporating liquid film. To predict nucleate boiling deterioration at high vapor quality, the suppression function is applied for liquid film. For non-circular microchannel the suppression function was modified to account the existence of nucleate boiling near the channel corner. For annular flow and inside a bubble the convective evaporation model from 2.2 is used to calculate the heat transport through evaporating film. The interfacial shear stress is calculated according to [4]. Figure 1 presents the calculation of the flow boiling heat transfer for R134a in comparison with the data [3] at a distance of 2.5 mm. The predictions versus measurements are shown also for model [5]. Flow boiling of water at reduced pressure less 0.01 is very different from the above cases.

This study was performed at the Kutateladze Institute of Thermophysics SB RAS by a grant 16-19-10519 from the Russian Science Foundation.

![Figure 1. Flow boiling heat transfer results for R134a: predictions versus measurements [3].](image)
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Abstract The present work aims at investigating a new challenging use of aluminium oxide (Al2O3) nanoparticles and Carbon black (CB) nano-aggregates to enhance the thermal properties of pure paraffin waxes to obtain a new class of PCMs, the so-called nano-PCMs. The nano-PCMs were obtained by seeding suitable amounts of Al2O3 nanoparticles and CB nano-aggregates in a paraffin wax with a melting temperatures of 70 °C to obtain 1%wt dispersions. The thermophysical properties such as specific heat, latent heat, and thermal conductivity were measured to understand the effects of the nanoparticles on the thermal properties of both the solid and liquid PCMs and then compared with the ones obtained for the pure paraffin wax. Finally, a numerical comparison between the use of pure paraffin wax and the nano-PCMs obtained in a typical hybrid water TES was developed and implemented. The modelled hybrid TES is a typical 70 L water tank, where a certain number of pipes filled up with PCMs are located to improve its heat storage capabilities. The results are presented in terms of loading and unloading time, and total amount of energy stored.
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1. Introduction

A Thermal Energy Storage (TES) systems is a device that permits to storage energy by heating a storage medium. There are two types of TES, sensible TES and latent TES. This latter type has more advantages because the heat stored changes the phase of the base material during the storing and the temperature does not increase. The base material of a latent TES is the Phase Change Material (PCM) that during the solid-liquid phase change process, adsorbs and then releases the heat loads[1]. The common and useful PCMs are the paraffin waxes that presents many desirable characteristics, such as high latent heat, non-toxicity and chemical stability. However, they also have a very low thermal conductivity and therefore, different enhancement are necessary to improve their thermal conductivity, for example by adding nanoparticles to a base PCM [2]. This paper studied the effect of the nanoparticles inside a pure PCM. Two different nano-PCMs are obtained by adding 1.0%wt of Al2O3 and CB inside a paraffin waxes with a melting temperature of 70°C (RT70). The thermophysical properties are then experimentally evaluated. Moreover, a numerical analysis is made to evaluate the thermal performance of the nano-PCMs respect to the pure PCM.

2. Preparation of the model

The nano-PCMs are built by seeding suitable amounts of Al2O3 nanoparticles and CB nano-aggregates in the RT70 paraffin wax to obtain 1%wt dispersions. The thermophysical properties such as specific heat, latent heat, and thermal conductivity were measured to understand the effects of the nanoparticles on the thermal properties of both the solid and liquid PCMs and they are showed in table 1. A TES is numerically implemented in 3D space as a typical 70 L water tank, filled up with pure paraffin wax or Nano-PCM with 1.0% weight of Al2O3 nanoparticles or CB nanoparticles The dimensions of the TES are 120 x 157 x 710 mm but for thermal symmetry the
computational domain is only a part of the whole system as showed in Fig 1.

Figure 1: Frontal view of the computational domain with the boundary conditions.

An assigned temperature at 350K on the pipe surface is imposed in order to simulate the heat transfer between the Heat Transfer Fluid and the system during the charging operation while during the discharging phase the temperature is imposed to 300K. A convective heat transfer on the top surface is considered while the other surfaces are adiabatic. The phase change of paraffin wax is modelled with the enthalpy-porosity method [3]. The properties of the materials are listed in the table 1.

Table 1: thermal properties of the materials.

<table>
<thead>
<tr>
<th>Properties</th>
<th>Carboxylate (RT70)</th>
<th>Nano-PCM Al2O3 1.0%wt</th>
<th>Nano-PCM CB 1%wt</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density [kg/m³] Solid</td>
<td>880</td>
<td>887</td>
<td>860</td>
</tr>
<tr>
<td></td>
<td>Liquid</td>
<td>770</td>
<td>776</td>
</tr>
<tr>
<td>Specific heat [J/kg K]</td>
<td>Solid</td>
<td>2052</td>
<td>2060</td>
</tr>
<tr>
<td></td>
<td>Liquid</td>
<td>2692</td>
<td>2336</td>
</tr>
<tr>
<td>Thermal Conductivity [W/m K] Both</td>
<td>0.2</td>
<td>0.3671</td>
<td>0.3910</td>
</tr>
<tr>
<td>Viscosity [kg/m s]</td>
<td>0.0256</td>
<td>0.0259</td>
<td>0.0263</td>
</tr>
<tr>
<td>Thermal expansion factor [1/K]</td>
<td>1.25*10⁻⁴</td>
<td>1.22*10⁻⁴</td>
<td>1.19*10⁻⁴</td>
</tr>
<tr>
<td>Latent Heat [J/kg]</td>
<td>2.5*10⁵</td>
<td>2.536*10⁵</td>
<td>2.505*10⁵</td>
</tr>
<tr>
<td>T solidus [K]</td>
<td>338</td>
<td>338</td>
<td>338</td>
</tr>
<tr>
<td>T liquidus [K]</td>
<td>348</td>
<td>348</td>
<td>348</td>
</tr>
</tbody>
</table>

Figure 2 shows the evolution of the liquid fraction for different materials.

Figure 2: Average liquid fraction vs time for different PCM during the charging and discharging phase.

It can be noted that the discharging phase is faster than the charging phase because of the heat loss on the top surface of the domain.

Figure 3: Average energy stored vs time for different PCM during the charging and discharging phase.

In figure 3 the evolution of the average energy stored is depicted; the addition of the nanoparticles leads to an enhancement of the energy stored. Moreover, with the nanoparticles the heat transfer is improved because the evolution of the liquid fraction for the nano pcm is faster and the energy storage rate is higher than that of the pure paraffin because the thermal conductivity is enhanced.

4. Conclusions

This paper is focused on an experimental and numerical study concerning the use of the nano-PCMs for thermal storage application. Generally, the addition of the nanoparticles leads to an enhancement of the thermal conductivity and latent heat of the pure PCM. Moreover the numerical analysis showed that the nanoparticles improved the heat transfer inside the system and the thermal energy storable.
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A growing market demand of therapeutics is leading the biopharmaceutical industry to produce large batch volumes while reducing processing costs. Thereby downstream processing, which accounts for over 50% of manufacturing costs, requires high throughput operations for rapid bioseparation. Nanofiber adsorbents are an efficient alternative to conventional packed bed format and membrane chromatography. Their fabrication characteristics [1] give small diffusion distances which allow their use at high liquid flow rates without becoming mass transfer limited, while showing superior operating performance in permeability and fouling over conventional adsorbents. This places significant demands on efficient adsorbent holding device design to avoid loss of resolution due to mixing effects. The performance of adsorbent modules housing porous cast membranes can be enhanced by optimisation [2].

In this study, a new nanofibre technology [3] is implemented in a novel housing for biotherapeutic purification. This is geometrically defined and optimised using computer aided design (CAD) and computational fluid dynamics (CFD) together with experimental flow and bioseparation studies. Experimentally obtained values for pressure drop across the nanofiber bed at different flow rates are used to specify the settings of the numerical model. Prototypes of device designs are fabricated and tested using Akta liquid chromatography systems to validate and improve the models, which in turn describe the fluidic properties and residence time distribution in the devices.

Flow behaviour is evaluated experimentally by passing various solutions through the devices and monitoring the conductivity and/or UV absorbance at the outlet; pulse and transition curves are compared to mass fraction curves generated by CFD. Bioseparation performance is assessed using model proteins such as bovine serum albumin to generate breakthrough curves and perform bind and elute studies. Coomassie stains are utilised to determine the distribution of protein bound to nanofibers in devices loaded with protein and then dismantled.

The optimized design of the nanofibre device resulted in a significantly higher dynamic binding capacity at the 5% breakthrough level, compared to the original prototype. Combining CFD simulation methods with experimental validation efforts was an effective strategy for optimisation of the housing design and nanofibre conformation of a developing purification technology.
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Abstract

Intensification of liquid-liquid processes can lead to sustainable manufacturing and reduced costs. Scale-out (or number-up) is the use of parallel channels to increase throughput in two-phase contacting equipment. The mixture velocity and phase flowrate ratio should be similar in all channels, but channel fabrication tolerances and pressure variations at the channel inlets and outlets can lead to flow maldistribution. Designing around maldistribution will enable high-throughput intensified contactors to be used optimally. This paper proposes the use of flow pattern transition lines together with different scenarios for flow distribution to decide on the best manifold designs. The transition from the plug to the annular pattern during water/kerosene flow was studied experimentally in 2 mm ID FEP channels. Flow distribution in the manifolds and the flow patterns in the contacting channels are currently investigated with high speed imaging.
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1. Introduction

Flow of two immiscible liquids is encountered in a wide range of equipment such as agitated contactors and solvent extraction columns. Operating in small channels can potentially improve mixing, reduce equipment size and enhance heat/mass transfer rates because, among others, of the thin fluidic films formed, high specific interfacial areas and recirculation within the phases. Plug flow (Taylor flow) is one of the most common patterns in millimetric (and smaller) channels consisting of elongated droplets (plugs) of one liquid in the continuum of the other, separated by a thin film from the channel wall. Biswas et al. [1] recently found high mass transfer coefficients during plug flow and low ones in annular flow in 2 mm and 6 mm ID channels with a water/acetic acid/toluene system.

To exploit the advantages of small channel systems, high throughputs must be achieved while operating at optimal velocities and flow regimes. The preferred way to achieve this is by using parallel channels, where similar conditions are established in all of them. This approach is called scale-out (or number-up) in contrast to classic scale-up, where the apparatus is made larger for increased throughput. Several examples of scale-out can be found for single-phase reactions in fine chemicals and pharmaceuticals production [2]. There is, however, limited work on the scale-out of immiscible liquid-liquid systems. The main challenge in scale-out is the maldistribution of fluids when they are divided into several channels. Maldistribution in single-phase flows can arise as a result of manufacturing variations in the geometry of the flow distributor and pressure variations along the channel [3]. In two-phase flows, pressure fluctuations during droplet formation at the channel inlet and during exiting will also affect flow distribution in [3].

In the present work, manifolds for two-phase liquid-liquid flows are studied. Information on flow pattern transitions in single channels is used together with different scenarios for flow distribution to decide on the best manifold designs.

2. Experimental set up

The experimental set-up used in the study consists of two syringe pumps (KDS Legato 270) and straight, horizontal, FEP test capillaries with 2 mm ID. Different inlet configurations were tested. These were ETFE T-junctions with through-holes of 1.25 mm (fig. 1A), 0.50 mm (fig. 1B) and a cross with 1.25 mm through-hole (fig.1C). Deionized
water with ink and kerosene (Exxsol D80) were used as test fluids. Flow patterns were observed visually at a distance over 100 L/D from the mixing inlet so the patterns were fully developed. The flow was visualised with a high-speed camera (Photron APX) and illuminated with a 60W continuous arc lamp. Images were acquired at 2000–4000 Hz (depending on the total flow rate).

3. Results and discussion

Transition lines between Taylor and annular flow are found to be very similar for the three inlet configurations used (fig. 2).

A multichannel contactor can be designed by connecting the side-channels from a water phase manifold and an organic phase manifold as depicted in fig. 3A. Considering flow maldistribution in both single-phase manifolds, four scenarios, shown in fig. 3B, are possible for the two-phase flow in the channels after the single phase flows are brought into contact. In the two-phase flow channels, the superficial velocity of water ($U_{wi}$) may be different than the design superficial velocity ($\bar{U}_w=Q_w/A_{ch}\times n$). The same applies for the organic phase. In some combinations the mixture velocity is mainly affected, while in others the flow ratio.

To scale-out the liquid-liquid systems, it is desirable to operate at high $U_{mix}$ within the plug flow regime, to maximize throughput. In addition, operating at $U_{wi}/U_o>>1$ reduces the amount of organic solvent required, which can be important for expensive solvents. These conditions imply that the operation point is very close to the flow pattern transition line in fig. 2. Deviations in any given two-phase flow channel from this point would change the flow pattern and affect the mass transfer performance of the whole equipment. For the proper design of manifolds for two-phase flows it is necessary, therefore, to know the flow maldistribution profile in the single phase manifolds [3, 4] and the flow pattern map.

Performance of multichannel contactors using single phase manifolds with 2 to 4 side-channels each is currently being studied. The flow patterns and flow distribution in each two-phase channel will be investigated with high speed imaging.
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The multi-phase nature of blood poses many challenges in the understanding of microvascular flows. Red blood cells (RBCs) deliver oxygen and carbon dioxide to and from body tissues respectively. The ability of RBCs to deform is key to this function as it allows them to flow through microvessels with dimensions smaller than the cells. The morphology and mechanical properties of RBCs such as deformability and aggregability may change in disease (i.e. diabetes, malaria) or the presence of environmental stimuli such as drug therapeutics. These changes affect the rheology and hemodynamics in the microcirculation. Quantifying these changes is a very important step to understand how erythrocyte properties, impact on various pathologies.

In vivo animal studies have shown that reduced RBC deformability increases vascular resistance and the effect depends on the method and extent of RBC rigidification (Pantely et al. 1987; Chien 1987). Numerical studies by Fedosov et al. (2011) have demonstrated up to 50% increase in bulk viscosity with increasing levels of parasitemia i.e. percentage of malaria infected cells, in 20 μm vessel diameters and Ht = 0.45. The velocity in the centre of the capillary was shown (Fedosov 2010) to decrease as the number of malaria stiffened cells increased resulting in lower flow rates. Similar trends have been observed in the 2D simulations of Zhang et al. (2009) for various levels of deformability and aggregation strengths.

Despite recent advances in microfluidic devices for cell deformability characterisation there are no systematic in vitro studies on the effects of RBC deformability on velocity profiles and viscosity. The changes in the velocity profiles reported in the numerical study of Fedosov (2010) are not particularly pronounced considering the markedly increased stiffness that malaria cells exhibit in comparison to healthy cells. Given the wide range of RBC deformability values in pathological states it is important to investigate the microscale behavior of RBC suspensions by systematically varying the cell deformability within the range expected in disease in order to quantify resulting hemodynamic changes.

In the present study preliminary experiments with artificially stiffened RBCs perfused through a straight 50μm square microchannel were conducted in order to assess the role of deformability on hemodynamics and in particular on viscosity, velocity and aggregation characteristics. RBCs were obtained by centrifuging transfusion blood obtained from University College London Hospital (UCLH). Various levels of membrane stiffening were introduced artificially by glutaraldehyde (GA) treatment to the samples. Three fixed samples were prepared by washing RBCs to GA suspended in PBS solutions with concentrations of 0.01%, 0.005%, 0.001%, and an unfixed sample was also prepared and used as control. Samples with different haematocrit levels (5%, 15%, 25%) were perfused through the microchannels using an Elveflow microfluidic flow controller at flow rates ranging from 20 to 200 channel widths per second. Pressure drop measurements were performed simultaneously in order to determine the apparent viscosity of each sample. A separate set of experiments was also conducted by Dextran 2000 treated samples to induce aggregation and establish the effects of deformability on local aggregation characteristics and their combined effect on haemodynamics.

Quantitative imaging was performed using a LaVision driven µPIV system described previously (Sherwood et al. 2014) using LED illumination and RBCs as tracers. The acquired images were processed using MATLAB and JPIV. The effect of stiffening on aggregation was also examined using previously developed imaged based metrics of aggregation (Kaliviotis et al. 2015).

The study is currently being extended to healthy human red blood cells. Our aim is to quantify the extent RBC stiffness alters hemodynamics, assess and finetune our methodology before rolling it out to study ocular pathologies (Agrawal et al. 2016).
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Erythrocyte aggregation (EA) is an important aspect of microvascular flows affecting the flow field and viscosity of blood. Microscale blood flows have been studied extensively in recent years using computational and microfluidic based approaches. However, the relationship between the local structural characteristics of blood and the velocity field has not been quantified. We report simultaneous measurements of the local velocity, aggregation and haematocrit distributions of human erythrocytes flowing in straight and bifurcating microchannels. Experiments were performed using human blood collected from healthy donors following an approved protocol. RBCs were separated, washed and suspended in PBS at a haematocrit of 25% whereas Dextran 2000 at 5mg/ml was added to induce RBC aggregation. The RBC suspensions were perfused through a straight (250 x 50 um) and a T-junction bifurcating PDMS microchannel (100 x 40 um) using a pressure-controlled regulator. The microchannels were placed on an inverted microscope and imaged using brightfield illumination. Acquired images were processed to obtain time-averaged velocity (using PIV algorithms and RBCs as tracers) and haematocrit distributions as described in Sherwood et al. (2012; 2014).

Local aggregation characteristics were firstly determined in the straight microchannel using statistical and edge-detection image processing techniques described in (Kaliviotis et al, 2015) while velocity profiles were obtained using PIV algorithms. Aggregation intensity was found to strongly correlate with velocity distributions. To investigate this further, the edge detection method was subsequently applied to the imaged RBC flows in the bifurcating microchannel and the size and distribution of aggregates through the flow domain were determined for various flow ratios between parent and daughter branch. The results demonstrate the combined effect of haematocrit and velocity distributions on local aggregation characteristics and the potential of various measures of aggregation in characterising the structural properties of blood.

Kaliviotis et al., 2015. Quantifying local characteristics of velocity, aggregation and hematocrit of human erythrocytes in a microchannel flow. Clinical Hemorheology and Microcirculation DOI: 10.3233/CH-151980
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During the last twenty years a very strong interest on the analysis of forced convection in microdevices has been demonstrated by the large number of papers dealing with this topic appeared in scientific journals as well as by the impressive number of patents presented by researchers and industrial companies involving convective aspects in microdevices [1]. In this period the comprehension of the physical mechanisms of momentum and heat transfer phenomena activated in microfluidic devices has been dramatically increased by the improved capability to make accurate measurements at micrometric scales [2]. In fact, the scientific and industrial interest on microfluidics has stimulated the development of new experimental techniques for the measurement of local velocity, temperature, pressure, flow rates and other measurable quantities in microchannels [3].

In this lecture a critical review of the experimental techniques developed specifically for the investigation of forced convection in microchannels will be presented. The problem of the experimental determination of convective heat transfer coefficients in channels having dimensions lower than 1 mm is discussed by stressing the pros and cons of each experimental approach [4].

A conclusion of this critical review is that, due to the small dimensions of the observed objects, the development of non-intrusive experimental techniques with a negligible impact on the observed system is very hard. There are two solution to this problem:

- reduce the presence of invasive sensors within the system;
- accept the use of invasive experimental techniques in order to obtain more information about the microsystem; in this case the presence of sensors can determine a significant change of the behavior of the system and one must remove the effects due to the experimental techniques in order to know the real behavior of the system.

In the first case it becomes crucial to be able to model numerically the whole system in order to fill the information gap due to the limited number of available measured data.

As an example, in the analysis of forced convection in microchannels a series of practical issues linked to the real geometry of the microchannel, the real thermal boundary conditions imposed experimentally and the presence of micro-fittings and sensors within the test section can have a strong influence on the convective behavior of the system. In this case, only if the few experimental data are coupled to a complete computational thermal fluid-dynamics analysis of the whole tested micro-system it becomes possible to check the physical meaning of the experimental data and improve their interpretation. Conventional CFD codes can help for this [4]. In the second case, it become crucial to be able to model, by using a numerical approach, the disturbances induced by the experimental techniques on the system in order to extract the right values of the observed quantities. Bottom-up numerical approaches (like Molecular Dynamics, Lattice-Boltzmann, Montecarlo or kinetic approaches) can make this job. This means that in Microfluidics invasive experimental techniques must be generally integrated by numerical models in order to obtain an accurate data post processing avoiding wrong interpretations of the measured quantities. In this sense, the numerical models become an integrated part of the experimental technique. This concept will be fully exploited in the paper by considering two techniques for the measurement of local velocity in microdevices: µPIV (micro Particle Image Velocimetry) [5] and MTV (Molecular Tagging Velocimetry) [6].

In addition, this review highlights the presence of specific gaps in the experimental techniques proposed up to now for the analysis of convective phenomena in microchannels with the aim to stimulate and address the research on this topic in the next future.
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1. Background
Many systems in nature caused by flows generated by thermal gradients give rise to beautiful pattern formations, perhaps the most famous of which is the Rayleigh-Bénard instability triggered by buoyancy effects. This instability, which occurs in systems ranging in size from millimeters to kilometers and beyond, generates arrays of fluid cells which undergo circular convection. Evaporative remnants of this instability in multicompontent systems can produce spectacular polygonal salt crust formations as seen in the largest salt flat on Earth called the Salar de Uyuni in Bolivia. Once the dimensions of a fluid system are reduced to the micron scale, however, the surface to volume ratio increases tremendously, whereupon surface forces like thermocapillarity become predominant and trigger instabilities such as Bénard-Marangoni flow. In recent years, digital control over thermocapillary forces along an air/liquid interface has led to the development of planar microfluidic devices capable of numerous functions including droplet positioning and registration, routing, coalescence, scission and even mixing [1-2]. In this talk, we focus on even smaller systems sizes of the order of 100 nm or so, to demonstrate how patterned thermocapillary forces can be projected onto the surface of a liquid nanofilm to sculpt material in 3D. Once the driving force is removed, the resulting shapes highly solidify in-situ forming shapes highly suited to optical applications for spatial beam shaping. We coin this non-contact method of film patterning, μAngelo, and trace its origin to a long standing debate involving spontaneous nanopillar formations in ultrathin films.

2. Electrostatic, Phononic or Thermocapillary Driving Force?
For over 15 years now, researchers have struggled to explain a phenomenon whereby a flat molten polymeric nanofilm exposed to a nearby cooler substrate undergoes spontaneous formation of nanopillars, rings, spirals, chain-like forms, lattice and other structures separated by about 1 – 10 microns. Even after solidification, these 3D arrays exhibit ultrasmooth interfaces, which are particularly advantageous for use in optical and photonic systems. Three very different mechanisms have been proposed as the source of instability: (i) electrostatic attraction between the molten film and proximate substrate due to image charge (Chou et al. 2002), (ii) radiation pressure from coherent interface reflections of acoustic phonons (Schäffer et al. 2003), and (iii) enhancement of film fluctuations by thermocapillary forces (Troian et al. 2009 – 2011) [3-5]. Here we demonstrate that the observed instability is likely triggered by long wavelength thermocapillary fluctuations whose growth cannot be suppressed by capillary forces due to the excessively large thermal gradients enforced by experiment. Linear and nonlinear stability analysis of the governing thin film equation indicate there is no critical number for onset of instability and no steady state for systems which are not mass limited. Lyapunov analysis confirms that 3D formations tend to grow toward the cooler target until contact is achieved. Comparison of theoretical predictions with in-house optical microscopy and white light interferometry measurements strongly suggests that the thermocapillary mechanism is indeed predominant. Numerical studies also indicate parameter regimes displaying resonant wavelength behavior leading to uniform peak formations.

3. Fabrication of Microlens Arrays by μAngelo Technique
To capitalize on this finding, we turn toward nonlinear amplification of film deformation by patterned masks of slender pin arrays placed in close proximity and maintained at a cooler temperature than the nanofilm. The resulting temperature distribution projected onto the film surface produces the necessary thermocapillary stress distribution for sculpting desired liquid shapes in 3D. Numerical studies based on finite element simulations are used to tune the amplitude and pitch of the resulting microlens arrays. Scanning white light interferometry of the solidified shapes also helps optimize array parameters for micro-optical applications such as Shack-Hartmann wavefront sensors [6]. We are currently exploring the use of alternative cooled mask patterns to fabricate novel components such as linear waveguides with non-rectangular cross-section. In summary, we hope that our combined studies establish the potential for a new type of 3D lithography based on spatial modulation of surface forces.
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Introduction:
The differentiation of human pluripotent stem cells (hPSCs) towards kidney is of great interest for developmental biology, toxicology and regenerative medicine. Soluble factor-based methods for directing human embryonic stem cells to produce kidney cell populations, including nephrons and ureteric bud, have recently been reported [1,2]. Here, these current protocols are probed for new insight into the developmental processes driving such development through the use of a microfluidic system and image cytometry in a systematic and quantitative manner. Understanding these pathways provides the necessary insight for the development of novel biomaterial systems that enable directed kidney tissue genesis using 3D printing.

Experimental:
We have investigated this complex differentiation process with several soluble factor perturbations using a 3 by 3 factorial microbioreactor previously developed in the Cooper-White lab [3]. This allowed for 27 unique soluble factor combination inputs. These inputs are then perfused through 10 serial wells allowing for the investigation of potential paracrine and autocrine signalling. This generates 270 unique conditions within the system.

Cells were differentiated towards intermediate mesoderm cell populations (PAX2+), before running several different factors across the microbioreactor array. Initial experiments examined the effect of known signalling pathways on the differentiation of hPSCs towards renal cell populations at day 9 and day 12 time points of the differentiation protocol.

Results and Discussion:
Results confirmed the essential factors for the differentiation towards kidney like cell phenotypes and the condensation of ureteric epithelial cells (GATA3+, ECAD+). This effect was synergistically enhanced in the presence of some of the factors investigated but also gave rise to populations not known to be of renal origin (GATA3+, ECAD-). Early nephrons (WT1+, ECAD+) and metanephric mesenchyme (WT1+ ECAD-) have also been observed to form around the ureteric epithelial structures.

Image cytometry was then performed across the entire device to provide FACs-like data for the population within each well. Examination across the microbioreactor demonstrated that approximately 15% of the cells had formed early nephrons. Further parameters based on clustering structures of cells were also investigated and quantified with respect to soluble factor and paracrine signalling.

Conclusion: This provides a proof of concept for microfluidic-enabled factorial optimisation of directed differentiation into complex structures of the human kidney.

Several different cell subtypes of the kidney were identified and quantified in many different conditions, confirming novel developmental pathways that are open to modulation with functionalised biomaterials.
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According to the definition of Ou and Mudawar [1], a mini tube has a hydraulic diameter between 1 and 3 mm. Mini microfin tubes are a smart option to achieve higher heat transfer coefficient compared to smooth tubes. Commercial microfin tubes are now widely implemented for air conditioning and refrigeration systems, with inner diameters ranging approximately between 5 and 10 mm. Mini microfin tubes were initially studied for CO2 high working pressure [2, 3], but they are now widening their applications also to traditional refrigeration and air conditioning systems. Recently, mini microfin tubes are becoming a topic of the research community because they can assure higher heat transfer coefficient compared to classical microfin tubes, thus leading to more compact and efficient systems, with a consequent refrigerant charge reduction. Up today, some works on refrigerants two phase flow inside small-sized microfin tubes regard flow boiling [4, 5], but only few works study condensation [6]. This paper explores the heat transfer characteristics of a mini microfin tube during R1234yf condensation. R1234yf is a new eco-friendly refrigerant, with an extreme low GWP (<1). The microfin tube under investigation has an inner diameter at the fin tip of 3.4 mm, apex and helix angle of 43° and 18°, respectively, it has 40 fins along the inner circumference, and each fin is 0.12 mm high.

Tests were carried out in a facility built at the Heat Transfer in Micro Geometries Laboratory of the Department of Industrial Engineering at University of Padova. The facility was designed for pressure drop and either condensation or flow boiling heat transfer measurements. It has a maximum working pressure of 30 bar, and the refrigerant mass flow rate can be varied up to 72 kg h⁻¹. In the experimental set up, the refrigerant is pumped through a brazed plate evaporator by a magnetically coupled gear pump, at the exit of which it is superheated. Then, the refrigerant is cooled and partially condensed in a pre-condenser: this is a tube-in-tube heat exchanger, where the refrigerant flows in the inner tube and water flows in the annulus. Cold water is supplied in the cold water loop, where it is possible to adjust both the water flow rate and water temperature by means of a chiller. By adjusting the water heat flow rate at the pre-condenser, it is possible to set the vapour quality at the inlet of the test section. The test section is a water-cooled condenser, which permits heat transfer and pressure drop measurements during condensation inside a microfin tube. The test section is made of a microfin tube around which a smooth copper tube with an inner diameter of 1.9 mm is wrapped. Cold water flows in the wrapped copper tube to remove the heat flow rate from the refrigerant flowing inside the microfin tube. Cold water is supplied by a thermostatic bath. The microfin tube with the wrapped smooth tube is located inside an aluminum housing, filled with tin, to guarantee a thermal contact between the microfin tube and the wrapped tube.

The heat transfer coefficient was defined as:

\[
HTC = \frac{q_{\text{water}}}{A_f \cdot (f_{\text{sat}} - f_{\text{wall}})}
\]

where \(q_{\text{water}}\) is the heat flow rate measured on the water side, \(A_f\) is the inner area of an equivalent smooth tube with the same inner diameter at the fin tip, whereas \(f_{\text{sat}}\) and \(f_{\text{wall}}\) are the mean saturation and wall temperatures, respectively. Experimental tests were run at 30 °C of saturation temperature at the inlet of the test section, with mass velocities ranging between 200 to 1000 kg m⁻² s⁻¹ and vapour qualities from 0.1 to 0.9. From the experimental measurements, it was possible to calculate the heat transfer coefficient and frictional pressure drop. Experimental results show that the heat transfer coefficient increases with vapour quality and mass velocity. Frictional pressure drop increases with mass velocity at constant vapour quality; at constant mass velocity, it increases with vapour quality up to a maximum value, after which it slightly decreases.

The results show the interesting heat transfer capabilities of the mini microfin tube under investigation, as long as the capabilities of the new low GWP refrigerant R1234yf. The combination of mini microfin tube and low GWP refrigerant can lead to eco-friendly air conditioning and refrigeration systems.
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Abstract
Interest in mini- and microscale geometries for the enhancement of heat transfer started in the early 1980s, with a focus on single-phase heat transfer enhancement. The small hydraulic diameters led to high heat transfer coefficients, and also enabled geometries with high surface-to-volume ratios. These two aspects of the move toward smaller hydraulic diameters both led to the reduction of heat transfer resistance (1/hA), in turn enabling high heat transfer rates in small packages. The electronics cooling industry, grappling with the ever increasing heat duties that had to be dissipated from chips, provided the necessary impetus for the further development of high heat flux geometries. Single-phase microscale heat transfer studies then yielded to interest in boiling heat transfer due to the considerably high heat transfer coefficients possible due to phase change. This was especially important to remove the high heat dissipation rates from chips and their accessories constrained to small spaces, and also because this convective resistance from the chip to the coolant formed one of the dominant thermal resistances for heat removal. Interest in condensation at the microscales lagged, however, because in several applications, heat removal is accomplished through rejection to the ultimate heat sink, commonly ambient air, which presents the more significant thermal resistance.

In the early 1980s, with the dual emphases on reducing heat exchanger size due to the increasing demands for smaller vehicles, and the phasing out of refrigerants with CFCs, automotive manufacturers in particular started focusing on a departure from the round tube/flat or wavy fin geometries for condensers. The combination of multi-port microchannel extrusions in rectangular tubes and multilouver fins for the air-side led to the interest in condensation at the small scales. Because the multilouver fins provided higher air-side heat transfer coefficients while also providing 10-20 times the surface area of the tubes, understanding the thermal resistance on the condensation side became more important to the overall heat transfer, and in several cases, could benefit from the higher tube-side heat transfer coefficients possible with smaller hydraulic diameters. The headered arrays of rectangular multiport tubes also offered the opportunity for the optimization of tube-side pass arrangements, with a larger number of tubes per pass near the condenser inlet where the two-phase mixture velocities were high, and gradually decreasing the number of tubes per pass as the liquid fraction increased toward the outlet due to condensation. Automotive condensers saw a relatively quick adoption of these condensers with rectangular tubes containing ports with hydraulic diameters ranging for 400 to 700 µm.

The understanding of condensation phenomena lagged much behind the adoption of the abovementioned microchannel condensers. For the first several years, condenser designs were developed based on extrapolations of the pertinent models and correlations for flow regime transition criteria, pressure drop, void fraction, and heat transfer for larger diameter channels, typically in the 8 – 25 mm range. Furthermore, these extrapolations were necessarily also across working fluids, because much of the literature on flow regimes in large diameter channels was based on air-water mixtures simulating condensing flows, and due to their typical origins in power plant applications, condensing steam. The significant differences in working fluid properties between air-water or steam on the one hand and condensing synthetic refrigerants on the other, in particular the vast differences in vapor-phase densities and surface tension, make such extrapolations largely ineffective in predicting condensation phenomena for these much different fluids. In addition, the relative influence of gravity, shear, viscous forces and surface tension change significantly as hydraulic diameters are reduced.

With the goal of achieving a comprehensive and self-consistent modeling capability for condensation heat transfer in small geometries for a wide range of fluids based on the underlying physics rather than purely empirical correlations, a small but growing research community, including the present author and coworkers, started systematically addressing these condensing phenomena. The emphasis was on understanding the coupled phenomena of flow morphology (i.e., flow regime and void fraction), and momentum, heat and mass transfer. Flow regimes were first investigated in the late 1990s through visualization of the actual condensation process instead of surrogates through innovative test section designs that enabled visual access at the high saturation pressures characteristic of “real world” condensation processes. These experimental investigations clearly documented the decreasing influence of gravity and the dominance of surface tension effects at smaller hydraulic diameters. Annular and intermittent flows were shown to dominate, while the gravity dependent stratified and
wavy flows were largely absent. Flow regime maps and transition criteria based on dimensionless parameters were introduced for a range of synthetic fluids with operating pressures all the way up to close to the critical pressure, in circular and noncircular geometries with \( D_h \) as small as 400 \( \mu \)m over a wide range of mass fluxes. These higher pressures are particularly important because almost all the refrigerants that replace the original high ozone depletion potential CFCs, and those that will replace the high GWP HFCs, require operation at much higher pressures for heat rejection.

Mini- and microchannel flow visualization work also revealed new insights on the void fraction during condensation. The knowledge of void fraction is necessary for closure to mechanistic models for determining pressure drops and heat transfer coefficients during convective condensation. Computational tools were developed to extract quantitative information from flow visualization using interface recognition and spline fitting techniques. This allowed the phase distributions in micro- and minichannels to be identified, which, along with idealization and analytical models of the time-averaged interface boundaries, yield the void fractions as well as details of phase distributions across the cross section for a variety of conditions.

Frictional pressure drop during convective condensation has been measured at high resolution across small vapor quality changes, with proper accounting of the contributions due to deceleration of the fluid. For annular flows, some version of two-phase multipliers, but with the corresponding interfacial shear based on measurements at these small scales, have yielded considerable success. For intermittent flows, mechanistic models that account for the pressure drops in the liquid slug, the interfacial shear at the liquid film-vapor bubble interface, and due to the transitions between the vapor bubble region and the liquid slug region fore and aft of the bubble have yielded excellent predictive capabilities. Measurement of condensing heat transfer coefficients poses unique challenges due to in ability of direct heat transfer rate measurements, as would be possible by measuring the electrical heat input in boiling experiments. The thermal amplification technique developed by the author, which addresses the coupled conflicting challenges of heat duty measurements and thermal resistance measurement largely independently, has offered the ability to measure these heat transfer coefficients with high accuracy. Heat transfer models, with closure based on the underlying void fraction and pressure drop models, and that account for conjugate heat transfer behavior in the channel walls, are yielding a unified, consistent picture of all relevant phenomena during condensation of refrigerants in mini and microchannels.

Attention in recent years has turned to the investigation of condensation of multi-constituent zeotropic mixtures of fluids, e.g., ammonia-water, and hydrocarbons. The zeotropic nature of these mixtures present new challenges due to the introduction of temperature and concentration gradients and coupled heat and mass transfer resistances in liquid and vapor phases. These phenomena present new measurement and modeling challenges. The author and his coworkers have investigated these coupled phenomena for several mixtures ranging from near-azeotropic to high zeotropic, and characterized the applicability of engineering approximations such as the Silver-Bell-Ghaly method, as well as the more rigorous non-equilibrium methods that explicitly address the relevant resistances in the two phases. In addition, maps for the applicability of these two methods have been developed, and influence of working fluid-to-coolant temperature differences in determining heat transfer coefficients have been measured and modeled. Research is also underway to address the issue of maldistribution in multiple parallel channels more typical of actual condensers and the limitations they pose in benefitting from the advantages of high heat transfer coefficients at the small scales. A thorough understanding of the drivers for maldistribution at the inlet and outlet headers and across the channels themselves is leading to preliminary passive solutions for minimizing maldistribution and mitigating its effects.

Challenges remain. As the hydraulic diameter continues to decrease, the capability of optical techniques to characterize flow phenomena reaches its limits, generating the need for alternative measurement techniques. At such small scales, the heat transfer coefficients continue to rise, while due to the low mass flow rates per channel, the heat duty that must be measured decreases drastically, making the measurement of heat transfer coefficients particularly challenging, especially for condensation in contrast with boiling. Furthermore, with the increasing interest in binary fluid mixture condensation, it is particularly important that novel techniques for measuring local surface and fluid temperatures be developed without affecting flow phenomena, so that the corresponding analytical models can be validated at the local levels. The influence of surface tension over these ranges of mixtures, operating conditions, and geometries also requires more rigorous modeling than has been possible thus far. These challenges provide rich opportunities and a roadmap for the investigation of convective condensation heat transfer for a wide range of applications such as electronics cooling, automotive and residential air-conditioning and refrigeration systems, small-scale portable cooling and heating systems, and medical devices.
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Introduction: Due to their compactness and independence of exterior energy sources, capillary microsystems are increasingly used in many different scientific domains, from biotechnology to biology, chemistry, energy and space [1-4]. Obtaining a capillary flow depends on channel geometry and contact angle. A general condition for the establishment of a spontaneous capillary flow in a uniform cross section channel has already been derived from Gibbs free energy [5]. In this work, we consider spontaneous capillary flows (SCF) in linearly diverging open U-grooves and suspended channels, and we show that they do not flow indefinitely but stop at some location in the channel. Using Gibbs free energy, we derive the expression that determines the location where the flow stops. The theoretical approach is verified by using the Surface Evolver numerical program [6] and checked by experiments.

Theory: First, let us recall the condition for SCF in a uniform cross section channel. The morphology of the free interface is such that it evolves to reduce the Gibbs free energy

\[ dG = \gamma dA - pdV < 0. \]  

(1)

By definition SCF occurs in a capillary where the upstream pressure is null, and SCF occurs as long as the pressure \( p < 0 \) at the flow front is smaller than that of the reservoir \( p = 0 \). In the case of a U-groove or suspended channel, using Young’s law, it can be shown that equation (1) can be cast in the form

\[ \frac{dA_{LG}}{dA_{SL}} < \cos \theta, \]  

(2)

where \( \theta \) is the contact angle, \( A_{LG} \) the liquid-gas surface area, and \( A_{SL} \) the liquid-solid surface area. Let us now consider a diverging open U-groove, or a diverging suspended channel, as shown in figure1. Assume an infinitesimal progression \( dx \) of the front of the fluid. For the U-groove, one finds the approximate condition for which the SCF continues

\[ \frac{w}{h} < \frac{2(\cos \theta - \sin \alpha)}{\cos \alpha (1 - \cos \theta)}, \]  

(3)

and for the suspended channel

\[ \frac{w}{h} < \frac{\cos \theta - \sin \alpha}{\cos \alpha}. \]  

(4)

Clearly, when \( \alpha = 0 \), the two expressions reduce to the well-known uniform cross section expressions.

Numerical approach: The location where the flow stops can be determined using Surface Evolver [6]. The free surface is characterized by its surface tension, while the triple line is determined by Young’s constraints. Figure 2 shows the aspect of the liquid surface at the location where it stops.
Experimental approach: Suspended channels of different diverging angle $\alpha$ have been designed in a PMMA plate. Their diverging angles have been designed so that the flow reaches the extremities for contact angles of 30, 40, 50, 60 and 70°. Large widths at the extremity correspond to small contact angles, and conversely. Experiments have been performed with tinted water in hydrophilically treated PMMA channels, and mineral oil and not-treated PMMA channels (figure 3).

Conclusion: SCF in a diverging channel does not flow indefinitely. It stops when the cross section becomes larger than a threshold depending on the geometry and contact angle. Expressions for this limit have been derived for U-grooves and suspended channels.
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Introduction: Thread-based microfluidics has recently seen important developments in the domain of portable diagnostic systems [1-4], smart bandages [5] and tissue engineering [6-8]. Threads consist of fibers of natural origin—such as cotton or cellulose—or of artificial origin such as polymers, aligned or twisted together (fig.1). Wetting properties of the fibers are necessary to obtain wicking. In the case of aqueous liquids, either the fibers are naturally hydrophilic—like cotton or cellulose—or they are hydrophilically treated—like polymeric fibers which are treated by plasma O₂—in order to obtain a capillary flow.

Wicking of threads has been investigated in the literature, either in the case of solitary fibers [9], or from a global, average standpoint [10]. However, a detailed approach of the different flow regimes is still missing. In this work, we investigate theoretically [11,12] and numerically with the software Surface Evolver [13] the capillary flow patterns in homogeneous and heterogeneous fiber bundles (fig.2).

Theory and numerical approach: Spontaneous capillary flow is determined by the generalized Cassie equation [11,12]

\[ \sum_i p_{w,i} \cos \theta_i + p_F \cos \pi > 0, \]  

where the notations \( p_{w,i} \) correspond to the wetted parts of the perimeter in a cross section, \( p_F \) is the unwetted (free) perimeter, and \( \theta_i \) are the contact angles. In the case of a homogeneous fiber bundle, relation (1) leads to a condition of the type \( A \cos \theta + B \sin \theta > D \), where \( A, B \) and \( D \) are parameters depending on the fiber spacing and arrangement. The case of a heterogeneous bundle is far more complicated. Considering a bundle where the outer ring has a different contact angle than that the inner fibers, different flow patterns are predicted. Figure 3 shows the liquid in a cross section of the bundle depending on the compactness of the bundle (ratio between rod radius and rod center distance) and the contact angles of the inner and outer rings.
For a given compactness ratio, flow diagrams can be plotted as functions of the two contact angles, showing the domains corresponding to the different patterns: all wetted (case A in figure 3), center only (case B in figure 3), wonky corners (case C in figure 3), all outer (case D in figure 3), outer ring (case E in figure 3) (fig. 4).

Experimental work: At the present time, there is no experimental work directly related to the present approach. However, some very recent experiments using threads to separate plasma from whole blood are showing many similarities with our approach [14] (fig. 5). Further experimental work is needed.
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Microfluidic based digital PCR (dPCR) enables precise, highly sensitive absolute quantification for nucleic acids without the need for standard curves [1]. For example, by segregating single DNA molecules in individual water-in-oil emulsion droplets, emulsion PCR (ePCR) offers the advantage of massively parallel clonal amplification of DNA templates, which allows the identification and quantization of rare mutant gene within a large population [2, 3] and enables new generation of ultra-high throughput DNA sequencing technologies [4]. More recently, microfluidic microdroplet technology has been exploited to perform PCR in droplets because of its unique features. It can prevent crossover contamination and PCR inhibition, is suitable for single-cell and single-molecule analyses, and has the potential for system integration and automation. Although significant advances have been made in developing droplet-based microfluidic PCR devices, most of them were still cannot integrate droplet formation, PCR amplification, and fluorescent signal detection into one machine. An ideal microfluidic system with implemented on-chip PCR function should be fully autonomous, easy for non-experts to use, and has complete protocol integration. In this paper, we developed a high throughput technology enabling formation and encapsulating PCR sample into solid alginate bead, locating the beads into individual chambers, which allow the on-chip PCR amplification and fluorescent imaging. We demonstrate an integrated and automatic digital PCR system, making it a promising platform for many single copy genetic studies. This platform will also greatly improve our understanding of disease pathophysiology and diagnosis.

1. Droplet formation

The microfluidic chips were fabricated in PDMS using standard soft lithographic techniques[5]. High aspect ratio features were first patterned using SU-8 3050 (MicroChem Corporation, USA) photoresist on a silicon substrate. These features later defined the microchannels and inlet/outlet reservoirs. The SU-8 and silicon structure served as the mold master, onto which poly(dimethylsiloxane) (PDMS) (Sylgard 184, Dow Corning, USA) was poured. PDMS was cured at 80 °C for 1 h, then the PDMS structure was peeled off the mold master. The PDMS channel was bonded to a glass substrate on which a thin layer of PDMS was spin-coated and cured, so that all four interior walls of the microfluidic channel would have the same surface properties. This method improves the reliability of entirely wetting the channel interior by the continuous oil phase during flow focusing, and reduces the formation of jets instead of droplets during the flow focusing step. The schematic of the droplet-based microfluidic device is shown in Fig. 1. The alginate encapsulated PCR droplet was formed on the microfluidic chip using multiple inlet flows in a flow focusing geometry as shown in Fig. 1. The water dispersed phase (1) consisted of alginate precursor, PCR reagent, insoluble calcium carbonate particles, potassium chloride and sodium chloride dispersed in solution. The immiscible continuous phase (2) was mineral oil containing 2µL/mL acetic acid and 2.5% Span 80 (Sigma-Aldrich Co. LLC.). The outlet of chip flows to the collection vial, where gel beads were collected. The alginate powder (Sigma-Aldrich Co. LLC, A2033) was dissolved in sterile water and stirred overnight. Powder of CaCO₃ particles (J.T. Baker@1301-01) was dissolved in sterile water at the concentration of 2 M. The final concentration of CaCO₃ in alginate solution was 40 mM. The final concentration of potassium chloride and sodium chloride is respectively 7mM and 75mM. Alginate gels via calcium-mediated crosslinking. Calcium, bound in the insoluble form of CaCO₃, is mixed into an ungelated alginate solution of high or neutral pH. When the pH is lowered, the acid reacts with the calcium carbonate to release water, CO₂ and Ca²⁺, initiating alginate gelation. Na⁺ and K⁺ avoid the inhibition of alginate to PCR amplification. Here, the oil phase is acidified, and as the alginate droplets spend more time in the oil, more acid will diffuse into the alginate, causing Ca²⁺ release and alginate gelation. Once gelled, the beads can be collected in a parallel of trapping chambers, which can be located for downstream PCR amplification and fluorescent imaging analysis.

2. Droplet trapping

In this paper, we designed a high-throughput droplet trapping...
matrix as shown in Fig 2. There are totally 62 parallel rows with 95 U-shaped microsieves in each row. Each micro-sieve is semicircular with a 20 μm apertures. To increase the throughput of trapping efficiency and reduce the clogging, we utilized a continuous and orthogonal flow based on the microsieves structure. Specially, the beads are generated and flow horizontally from left to right into the microfluidic matrix, and simultaneously a constant vertical pressure was applied to push up the beads to allow them travel diagonally up into the microsieves. With the continuous flow, each micro-sieve will efficiently retain an alginate bead and achieve an 86.15% of trapping rate. The redundant beads were flushed out of the channel through the outlet.

3. Droplet PCR and Imaging

Although microfluidic droplet-based PCR reaction has been developed and commercialized by Bio-Rad, and Rain Dance Company, they cannot integrate droplet formation, PCR amplification, and fluorescent signal detection into one machine. In this paper, we developed a promising platform which enables integration of droplet formation, PCR amplification and signal detection. We designed an integrated chip and further investigated the capability of this system for encapsulation of alginate beads carrying PCR reagent, and applied it for H7N9 amplification and image. Fig 3a showed the high efficient beads capture, which could reach 86.15 percent (1950 alginate beads counted). Microfluidic flow focusing produces alginate beads with good size uniformity. The hydrogel alginate beads exhibited a narrow size distribution with CV of 0.08 (Fig. 3b). The average alginate bead diameter was 84.53 μm (equivalently 0.32 nL). The alginate bead structure assists in maintaining spherical droplet and bead shape. Figure 3c exhibited fluorescent microscope image of alginate beads after amplification from H7N9 template. The PCR amplification occurred within the alginate beads. A reverse transcription PCR (RT-PCR) thermocycler used cycling protocol: a reverse transcription step at 42 °C for 25 minutes, and then a initial denaturation step at 95 °C for 3 minutes, 40 cycles of denaturation (95 °C for 8 s), annealing and extension (60 °C for 35 s), and a final step hold on 4 °C. After RT-PCR we photographed fluorescent microscope image (Fig.3c). We can see that RT-PCR could successfully react in the alginate beads on the chip. The integrated and automatic system will be a potential new tool for gene diagnosis, single-cell analysis, drug efficacy and prognosis.

4. Conclusions

This droplet based microfluidic system integrating a droplet formation and a droplet trap array is described for encapsulating PCR reagent into a parallel series of alginate beads. The concept of using alginate microspheres as nanoliter-scale reactors for PCR is relatively new. This method enables highly efficient DNA amplification and high throughput fluorescent imaging. This platform has the benefit of scaling of dimensions that enables controlled and precise droplet generation and rapid trapping beads into individual chambers, on-chip PCR amplification and fluorescent imaging which make it a promising, and ideal platform for many biological applications, especially for single cell genetic analysis.
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Wetting phenomenon plays a crucial role in a wide range of technological applications. Spreading of liquids on solids involving phase change is encountered in many areas ranging from biological systems to industrial applications. Ring formation from evaporating droplets and its use for thin films coating, and DNA chains elongation using a drying sessile droplet are examples of new developments and interest in the understanding of the pinning process of evaporating droplets. Previous studies have sought to understand the fundamentals of this process (for example [1-3]), yet the effect of surface structure and roughness remains to be fully elucidated. In recent investigations it has been shown that on real surfaces evaporating droplets tend to remain pinned to the solid surface, implying that the base of the droplet remains constant while evaporation takes place. The dynamics of the contact line is an important phenomenon as it controls the evaporation rate. It has been shown that as far as the droplet is pinned the evaporation rate is constant and almost proportional to the droplet radius. After the depinning the evaporation rate deviates from this trend [1].

Many descriptions of the evaporation of a sessile droplet have been reported, including the work of Hu and Larson [2] and Pickenett and Bexon [3]. On ideal surfaces the contact angle remains constant and the base of the droplet decreases, ideal system having no hysteresis.

On real surfaces two stages are observed. In the first stage, the contact angle decreases while the contact line holds its original position - this corresponds to a droplet with a fixed or pinned contact line. In this case the liquid must flow radially outward for the contact line to maintain its position, and the contact angle decreases with time as volume decreases because of evaporation. This first stage is responsible for the ring formation in drying droplets investigated by Deegan et al. [1]. When the contact angle reaches a critical value, the droplet depins and the second stage of evaporation starts. In this stage the contact line recedes while the contact angle remains constant, Pickenett and Bexon [3]. For the first stage, a model of local mass flux droplet evaporation has been proposed. Real surfaces are usually rough and contaminated because of defects, thus pinning is mostly observed.

In the present study we fabricated an array of structured surfaces on silicon wafers, Figure 1. Each square contains a grid of uniformly spaced pillars, with each square having a different spacing, from 5 – 100 microns. This allows testing in the same conditions.

The experiments consisted of depositing water droplets on structured surfaces and recording the evaporation process. Using FTA200 software, droplet profile evolution in time data, such as radius, volume, contact angle and height of the sessile droplet, were extracted. Lifetimes of droplets depended on initial contact angle as expected (not shown). Using data of the radius and contact angle evolution, the time of depinning was determined. This corresponds to the moment the base radius of the droplet start to recede.

Using a force balance near the contact line the depinning force is estimated as follows [4]:

$$F_{\text{depinning}} = \gamma \left( \cos \theta_{\text{depinning}} - \cos \theta_{\text{initial}} \right)$$  \hspace{1cm} (1)

The magnitude of the depinning force as a function of the structures spacing is plotted in Figure 2. The results show a lower region where the depinning force decreases with spacing. Above a certain threshold spacing, however, the depinning force is constant and independent of pillar spacing.

These results are fundamental to understanding the effect of roughness on contact line dynamics and further work on quantifying the trend for small spacings will be undertaken.
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1. Introduction

Mixed convective heat transfer is an important phenomenon in many engineering applications for example cooling of electronic components, nuclear energy, solar energy, transportation, building heating and lubrication technologies. However, low thermal conductivity of conventional fluids such as water, oil and ethylene glycol is the primary limitation on the enhancement of heat transfer performance in such engineering applications. In order to achieve a better performance on the heat transfer, highly conductive nanoparticles are suspended in base fluid; the resulting fluid is called nanofluid. This technique was developed by many researchers as Choi [1] who suggested that the addition of nanoparticles into the base convective fluid increases its thermal conductivity and therefore substantially enhances its heat transfer characteristics. In the recent years many works have investigated numerically the enhancement of mixed convection heat transfer utilizing nanofluids. In this perspective, Talebi et al. [2] studied numerically mixed convection flows in a square lid-driven cavity utilizing nanofluid. Their results showed that at a given Reynolds and Rayleigh numbers, solid concentration has a positive effect on the heat transfer enhancement. Concerning the same problem, Chamkha and Abu-Nada [3] investigated steady laminar mixed convection flow in single and double-lid square cavities filled with water-Al₂O₃ nanofluid. They found that significant heat transfer enhancement is obtained due to the presence of nanoparticles which is accentuated by increasing the nanoparticle volume fractions. More recently, mixed convection of nanofluids in ventilated cavities has been also the object of interest. In this context, Shahi et al. [4] conducted a numerical study of mixed convection flows of Cu-water nanofluid in a vented square cavity submitted to an imposed heat flux. The results presented indicate that the increase in solid concentration leads to an augmentation of the average Nusselt number at the heat source surface and, at the same time, to a decrease of the average bulk temperature. A similar problem was treated numerically by Mahmoudi et al. [5] with imposed temperature for different locations of inlet and outlet ports. The authors reported that, in the presence of nanoparticles, the bottom-top configuration was the most efficient (in terms of heat transfer improvement) compared to the remaining configurations considered in this study. In addition, the least effects accompanying the increase in solid concentration were observed in the case of top-top configuration.

The aim of the current study is to simulate numerically mixed convection heat transfer characteristics of water-based Al₂O₃ nanofluid flowing through a rectangular cavity with suction. The consequence of varying the Reynolds number, Re, the nanoparticles concentration, \( \phi \), and the mode of heating on the hydrodynamic and thermal characteristics have been investigated and discussed.

2. Problem Definition

A schematic diagram of the studied configuration is shown in Fig. 1. It consists of a ventilated horizontal rectangular cavity having an aspect ratio \( A = 2 \) and heated from its lower wall with a linearly increasing or decreasing hot temperature profile (Fig. 2) while the remaining boundaries are insulated. The physical system is subjected to an external flow which passes through the cavity by suction. The water-alumina nanofluid enters into the cavity from the bottom opening located in left vertical wall and leaves from the upper opening of the opposite vertical one. The inlet and outlet ports have a constant dimensionless height, \( B = 1/4 \).

3. Results and Discussion

In this section, the Rayleigh number was kept at a constant value \( (Ra = 10^6) \). In Fig. 3, we illustrate the evolution of the average Nusselt number versus the Reynolds number for both heating modes and various values of \( \phi \). As expected, the results presented indicate that for both heating modes, \( Nu \) increases with the increase of Re and \( \phi \). However, the rate of increase of the dimensionless heat transfer with \( \phi \) is manifestly limited for low values of Re, particularly for the case of increasing temperature profile. For a fixed value of Re, it is seen that the decreasing heating mode is more efficient to heat removal compared to the other heating mode, either with or without the presence of nanoparticles. The comparative thermal efficiency is amplified (in favor of the decreasing temperature profile) with the increase of Re. Finally, it should be recalled that the suction mode has led to periodic solutions in the case of increasing temperature profile for Re ranging from 200 to 600. The upper limit of Re depends on \( \phi \).

Variations of the average temperature \( T \) of the fluid within the cavity are plotted versus Re in Fig. 4 for both increasing and decreasing heating modes and various values of \( \phi \). As can be seen, for the decreasing case, the average temperature \( T \) decreases drastically by increasing Re. This tendency is explained by the fact that the heat released by the hot wall is driven outwardly from the cavity by the growing effect of the forced flow which leads to a better cooling of the cavity. In the case of an increasing temperature...
4. Conclusion

A numerical analysis has been performed to study the laminar two-dimensional mixed convection flow of Al₂O₃-water nanofluid in a horizontal vented enclosure heated from below and cooled by an external flow. The obtained results show that the suspended nanoparticles contribute substantially to improve the heat transfer exchanged between the active wall and the nanofluid and to an increase of the average temperature of the fluid either in the case of increasing or decreasing heating modes. On the other hand, it is to remember that the decreasing heating mode gives a better thermal efficiency than the increasing heating mode by leading to more heat transfer across the cavity even with or without the presence of nanoparticles. In addition, it is found that a better cooling of the cavity is generally reached by applying the decreasing heating (for moderate and high values of Re) since these cases lead to lower values of the mean temperature.
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Abstract We present a hybrid continuum-atomistic scheme which combines molecular dynamics (MD) simulations with on-the-fly machine learning techniques for the accurate and efficient prediction of multiscale fluidic systems. Using a Gaussian process as a surrogate model for the computationally expensive MD simulations, we employ Bayesian inference to predict the system behaviour at the atomistic scale, purely from consideration of the macroscopic inputs and outputs. Whenever the uncertainty of this prediction is greater than a predetermined acceptable threshold, a new MD simulation is performed to continually augment the database, which is never required to be complete. This provides a substantial enhancement to the current generation of hybrid methods which often require many similar atomistic simulations to be performed, with information wastefully discarded after it is used once. We apply our hybrid scheme to nano-confined unsteady flow through a high-aspect-ratio converging-diverging channel for a range of uncertainty thresholds and initial databases. For low thresholds, our hybrid solution is highly accurate - within the thermal noise of a full MD simulation. As the uncertainty threshold is raised, the accuracy of our scheme decreases and the computational speed increases, enabling the compromise between precision and efficiency to be tuned. The speed-up of our hybrid solution (over a full MD simulation) ranges from an order of magnitude, with no initial database, to cases where an extensive initial database ensures no new MD simulations are required.
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There are numerous applications in fluid dynamics where atomistic information is required to capture non-continuum/non-equilibrium phenomena, but the macroscopic flow develops over much larger length and time scales: for example, pumping technology that exploits thermal creep in a rarefied gas [1]; and high-throughput nanotube membranes for salt water desalination [2]. The multiscale nature of these systems leads to a dual requirement for capturing the local atomistic-scale interactions and the macro-scale fluid response. The complexity of the flow necessitates modelling with atomistic resolution, but the state-of-the-art techniques, e.g. molecular dynamics (MD) [3], are extremely computationally expensive. This limits their application to small system sizes, typically ~100 nm³, and short simulation times, typically ~100 ns, rendering many important engineering problems intractable, and limiting possibilities for comparison with experiments.

Hybrid methods provide a promising framework for simulating such systems, by combining a continuum solution (here, the unsteady 1D equations for mass and momentum conservation) with atomistic solver subdomains (here, MD) and exploiting scale-separation, where it exists, to obtain a highly accurate, yet efficient, solution. In our example system (see Fig. 1a), the flow is highly multiscaled, as scale separation exists in the streamwise direction, but not in the transverse (wall-to-wall) direction, owing to non-continuum effects (e.g. molecular layering and velocity slip) persisting over the entire cross section. There has already been extensive research into hybrid methods (e.g. see recent review [4]); however, despite much progress, a
common flaw of hybrid methods is that, often, repetitious atomistic simulations are performed - i.e. information is used once, then wastefully discarded, despite configuration conditions remaining similar.

Here we propose an enhancement to hybrid methods, by modelling a database of MD simulations with a Gaussian process (GP) and using Bayesian inference to predict the output of new system configurations. When the posterior variance (uncertainty) of this prediction is above a given threshold (i.e. when the system configuration is not well represented in the database), a new MD simulation is performed on-the-fly to augment the database, whose completeness is never required. Thus, as the database grows, progressively fewer MD simulations are necessary, because 'new' system configurations are more rarely encountered. This ensures near-optimal information efficiency, drastically reducing the computational cost, and potentially enabling the simulation of systems previously considered prohibitively large.

We apply our hybrid scheme to nano-confined unsteady flow through a high-aspect-ratio converging-diverging channel, and make comparisons to the full MD simulations of Borg et al. [5] for a range of uncertainty thresholds and initial databases. The macroscopic inputs for the MD subdomain simulations (or GP surrogate model) are channel height, density, and external force; and the macroscopic outputs of the simulations/GP regression are pressure and mass flow rate. For low uncertainty thresholds, our hybrid solution is highly accurate, with errors within the range of thermal noise from a full MD simulation. As the uncertainty threshold is raised, the error increases to up to 2.5x the MD simulation noise; however, the computational speed-up over a full MD simulation also increases. When starting from an empty database, raising the uncertainty threshold for mass flow rate from 0.1 ng/s to 0.9 ng/s increases speed-up from 12.3x to 69.3x. Thus, the choice of threshold is a trade-off between the required accuracy and computational efficiency.

We demonstrate the computational benefit of creating an initial database to train our predictive model, by estimating the expected range of inputs. This enables more predictions to be made via interpolation between training data points, leading to fewer MD simulations performed on-the-fly. While maintaining the same level of accuracy, starting with a modest initial database covering just a few data points can result in a speed-up of 30.5x the full MD simulation for an uncertainty threshold of 0.1 ng/s.

We also show how existing databases can be built upon (while never needing to be fully complete) to rapidly obtain high resolution hybrid solutions - i.e. cheaply add more MD subdomains at locations of interest - or to model different flow fields effectively instantly - i.e. no new MD simulations are required.
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Microfluidic impedance cytometry is a lab-on-chip technology offering a simple, non-invasive, label-free method for counting, identifying and monitoring cellular function at the single-cell level [1]. Impedance-based microfluidic systems are used to discriminate between WBCs in a differential count; to detect parasite-infected RBCs; to analyze viability of yeast and bacteria. Single-cell electrical phenotyping by means of multifrequency analysis enables tumor cell classification in mice. Other applications include examination of on-target and off-target effects during drug screening on a mixed cell population, or characterization of stem cells for therapeutic use.

The working principle of a typical impedance cytometer is quite simple (Fig. 1). Two pairs of facing microelectrodes are integrated into the wall of a fluid-filled microchannel. An AC excitation signal is applied to the top electrodes, and the differential current flowing through the bottom electrodes is measured. When a cell passes through the electrode region, a variation of the differential current, depending on cell dielectric properties, is recorded. However, the measured impedance signal also depends on the position of the cell between the electrodes [2], i.e. the trajectory of the cell as it flows through the channel (Fig. 2). This is because the electric field in the channel is not uniform, and is one of the fundamental limiting issues for the application of microfluidic impedance cytometry.

To obtain high quality (low CV) data, nearly all cytometers use some form of cell focusing. Typically, hydrodynamic focusing is adopted, like sheath flow or inertial focusing. However, the former increases the complexity of the layout and control for microfluidic devices and consumes additional fluid, while the latter requires high flow-rates that may induce stress in the cell, and restricts simultaneous measurement of heterogeneous populations. Other approaches proposed in the literature (e.g., dielectric focusing, DEP-inertial microfluidics) present similar limitations.

In this work, an original approach to overcome the aforementioned issue is described [3]. The transit times of cells through the device using two simultaneous current measurements, a transverse current and an oblique current, are recorded. Their ratio gives a new metric, used to estimate the position of the cell trajectory through the microchannel, and thus to compensate for the position-dependent variation of impedance. The new technique is developed and validated using numerical modelling. Then, it is applied to experimental impedance data relevant to a mixture of beads with different diameters. As a result, the position-dependent variation of impedance is completely eliminated, i.e. all particles of a given size show the same corrected impedance, irrespective of their trajectory through the channel. The method gives a Coefficient of Variation in (electrical) radius of particles of 1% for a sheath less configuration, independently of flow rate.

Fig. 1 Schematic of a typical microfluidic impedance cytometer (parallel-facing electrode design).

Fig. 2 Positional-dependence of the measured impedance signal. The experimental traces are relevant to equal-size spherical particles traveling in the center of the channel (2) or near the top (1) or bottom (3) electrodes.
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Abstract Surface hydrophilicity effect on pool boiling heat transfer enhancement was experimentally investigated. Various treatment time in wet chemical method were used to vary the hydrophilicity of the copper surface by modifying surface topography and chemistry. Experimental results show that critical heat flux (CHF) values are higher in the hydrophilic surfaces. Investigation of bubble dynamics show why the heat transfer coefficient (HTC) not significantly improved in comparison of polished copper surface.
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1. Introduction
Pool boiling heat transfer is an effective mechanism for removing a high heat flux in low surface temperature at several engineering and industrial fields such as power plants, electronic cooling, and power generation. Recent advances on changing the surface energy of the heater surface have opened up new opportunities for enhancing the pool boiling by changing the contact angle (CA) through the implementation of nanostructures on the heater surface. It is well known that the CHF decreases dramatically on hydrophobic surfaces, whereas hydrophilic surfaces exhibit higher HTC as well as higher CHF values [1]. A variety of work has reported in regards to induction of hydrophilicity. Takata et al. [2] fabricated a photo induced superhydrophilic surface for pool boiling test. Nam et al. [3] fabricated superhydrophilic surface by generating needle shaped copper oxide nanostructures on microposts using electrochemical deposition. Chen et al. [4] reported a superhydrophilic surface made by electroless etching of nanowire arrays on Si and Cu substrate can be increased the CHF by more than 100%. Kwark et al. [5] fabricated nanoporous coating by boiling a copper substrate in ethanol based nanofluid.

This study applies the wet chemical method in three treatment time of 30, 60, and 180 min to grow the copper oxide on copper surface. Morphology and hydrophilicity of fabricated hydrophilic surfaces are determined with SEM and CA measurement. Pool boiling experiment is done to investigate the effect of hydrophilicity on bubble dynamics and performance of surfaces.

2. Experiment
2.1. Sample fabrication method
Copper has relatively poor surface wettability and hydrophilic treatments with wet chemical method was selected here. The procedures were as follows: a) polishing the surface with sandpaper and then cleaning the sample in acetone and ethanol at 25º C for 5 min, with the assistance of ultrasonication, b) preparation of a solution of 5 gr/L NaOH with 1 gr/L K2S2O8 mixed at a preset temperature in the ionized water tank, c) immersion of and holding the sample in the solution for a certain length of time, d) taking out the sample and rinsing it with de-ionized water and acetone, and e) air drying the sample [6].

3. Results and Discussion
3.1. Morphology and characteristics
Fig. 1 shows the surface condition of untreated sample and treated samples in different time steps. With increasing the immersion time, the copper color convert to black due to formation of copper oxide.

![Fig. 1. Hydrophilic copper surfaces treated in chemical solution (a) 0 min; (b) 30 min; (c) 60 min; (d) 180 min.](image-url)
Fig. 2 shows the SEM photo of the treated and untreated copper surfaces. The untreated surface of the copper looks smooth with some sand paper crashes, while that of the hydrophilic surface is rougher, implying that cupric oxide is formed on the surface. Carey [12] stated that both chemical components and roughness affect the wetting properties of a surface, and the rougher the surface, the better the wettability will be. Also, the copper oxide has an inherent hydrophilic chemical property.

![Fig. 2 SEM images of the copper surface; (a) Untreated; (b) Treated for 60 min; (c) for 180 min in chemical solution.](image)

Table 1 summarizes the advancing, receding and static CAs measured on each sample after the solution treatment for different treating time steps. The data support that a longer treating time tends to yield a smaller contact angle. Fig. 3 demonstrates the measured contact angles for one sample.

![Fig. 3. Measurement of the static and dynamic contact angle for the sample prepared at 30 min.](image)

<table>
<thead>
<tr>
<th>treatment time (min)</th>
<th>θ (°)</th>
<th>θa (°)</th>
<th>R_a</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>75</td>
<td>64</td>
<td>0.15</td>
</tr>
<tr>
<td>30</td>
<td>34</td>
<td>30</td>
<td>0.18</td>
</tr>
<tr>
<td>60</td>
<td>22</td>
<td>18</td>
<td>0.23</td>
</tr>
<tr>
<td>180</td>
<td>&lt;10</td>
<td>&lt;10</td>
<td>0.35</td>
</tr>
</tbody>
</table>

3.2. Pool boiling curves

Fig. 4 plots the boiling curves of heat flux value against the wall superheat for different treatment times. The hydrophilic surface with contact angle of 22° had a larger CHF than the other surfaces. However, CHF of 30 min treated sample was in order of polished surface but in lower wall superheat and the HTC was more than all samples. Fig. 5 shows the bubble dynamic in nucleate pool boiling on surfaces. By increasing the hydrophilicity, nucleation site on surface decreased and bubble have to nucleate on edge of sample.

![Fig. 4. Pool boiling curve for various hydrophilic surfaces.](image)

![Fig. 5. Bubble dynamics in heat flux about 30 W/cm² for various hydrophilic surfaces.](image)

4. Conclusion

Copper surfaces with different hydrophilicity were fabricated with wet chemical method as heating surfaces to investigate the effect on pool boiling heat transfer enhancement. The CHF value increased 90% in superhydrophilic copper surface and HTC value increased 80% in hydrophilic surface with 30 min treatment time.
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Abstract Porous micro/nanostructures electrodeposited in various electrolyte temperature on copper to investigate the saturated pool boiling enhancement of distilled water in atmospheric pressure. Surface structure topography and capillary performance were compared to investigate their relation to pool boiling performance. Scanning Electron Microscopy (SEM) shows that the micro-clusters have nanostructures from cubic at 5 ºC to dendritic at 60 ºC electrolyte temperature. The experimental results of pool boiling heat transfer indicated that the critical heat flux (CHF) increased with surface capillarity performance. Electrodeposited porous surface in hot electrolyte shows the highest CHF and heat transfer coefficient (HTC) of 124 W/cm² and 17 W/cm²K, respectively which is 50% and 270% higher than that of plain surface. However the two-step electrodeposition used in fabrication of surfaces, but the mechanical strength of layer need improvement by annealing.

Keywords: Pool boiling, Micro/nanostructure, Copper, Electrodeposition.

1. Introduction
Pool boiling heat transfer on micro and nanostructured surfaces has attracted much research interest in recent years due to high HTC and CHF. Several study was conducted to change the effective parameters of surface roughness, wettability, and porosity for optimized pool boiling performance [1]. Experimental results show that hydrophilic porous surfaces have best performance in enhancing the boiling curve [2]. Several manufacturing techniques proposed to develop porous surfaces such as sintering, electrodeposition, soldering, binding, spray painting, alloy-dealloying, and unidirectional solidification [3]. Electrochemical deposition employed in the present work is simple, inexpensive, well controlled, and reproducible to large scale area. However, reaching to an optimized structure with high mechanical stability using electrodeposition method for pool boiling applications needs more research.

In this paper, two-step electrochemical deposition of copper is used in various electrolyte temperature to fabricate the hydrophilic porous surfaces with different micro/nanostructures.

2. Experimental Method
2.1. Sample fabrication method
Electrodeposition is an electrochemical process of ion reduction at the cathode by passing direct current through the solution (galvanostatic). Circular polished copper with diameter of 22 mm was used as the cathode and a copper cylinder with larger area was used as the anode. The two electrode surfaces were fixed parallel at a 30 mm distance in the stationary solution. Two-step electrochemical deposition is carried out in an electrolyte solution of CuSO₄(0.4M)+H₂SO₄(1.5M), subjected to high current density (600mA/cm²) for a short time (100sec) followed by lower current density (60mA/cm²) for a longer time (2500sec) at different temperatures of 3, 25, and 60 ºC.

2.2. Pool boiling experiment
Pool boiling experiment is done by experiment setup presented in [4] with water in atmospheric pressure on three electrodeposited samples and polished copper to investigate the effect of micro/nanostructures on pool boiling performance.

3. Results and Discussion
3.1. Morphology and characteristics
Fig. 1. shows the different magnification SEM pictures of electrodeposited copper surface morphology under three electrolyte temperatures. For the surface prepared in cold temperature of 5 ºC, nanocube grains clustered to form a nonuniform biporous interconnected structure. As
When the electrolyte temperature increases to 60°C, the grains turned to dendritic branches and the clusters connected more uniformly to form a hole with diameter of about 100µm.

(i) 250X  (ii) 2kX  (iii) 30kX

(a) 5°C  (b) 25°C  (c) 60°C

Fig. 1. SEM images of micro/nanostructured copper synthesized in different electrolyte temperature: (a) 5°C, (b) 30°C, and (c) 60°C.

The selected frames of the capillary rate-of-rise experiment has been shown in the Fig. 2 to compare the capillary performance in three samples.

Fig. 2. Selected frame of capillary rate-of-rise experiment

The selected frames of the capillary rate-of-rise experiment has been shown in the Fig. 2 to compare the capillary performance in three samples.

3.2. Pool boiling curves
Fig. 3. demonstrates the lower boiling incipience temperature and higher HTC and CHF of micro/nanostructured surfaces rather than the plain surface and also Ref [5]. The porous surface electrodeposited in high electrolyte temperature reach the maximum CHF of 124 W/cm² and the best HTC of 17 W/cm²K that was over 1.5 and 3.7 times that of the plain surface, respectively. However, the mechanical stability of this porous surface need improvement. The surface prepared at 5°C destroyed during the pool boiling experiment.

Fig. 3. Shows the similarity between hydrogen bubble template in electrodeposition process and vapor bubble in pool boiling experiment on electrodeposited copper.

Fig. 2. (a) Hydrogen bubble in electrodeposition, (b) bubble in pool boiling

Fig. 4. Comparison of pool boiling curve for electrodeposited samples and polish copper with Ref [5]

4. Conclusion
An experimental study has been made to investigate pool boiling heat transfer performance of electrodeposited porous surfaces that fabricated in electrolyte temperature of 5, 30, 60°C. However, better HTC and CHF was observed in porous samples rather than plain and other surfaces, but these fragile structures need more structural improvement. Dendritic nanobranch in micropores of sample prepared at 60°C, was caused better capillary and pool boiling performance.
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Abstract In this paper, electroosmotic/pressure driven nanofluid flow in a horizontal microchannel with constant surface electric potential is investigated for two-dimensional, laminar, incompressible and steady conditions. To do this, the Poisson-Boltzmann method is used to determine the electric potential and velocity distributions. At first, the numerical results are compared with analytical solutions for special cases and a good agreement is obtained. The results show that with increasing the nanoparticles volume fraction, the mass flow rate increases in low velocity scale ratios and decreases in large amounts of that for specified pressure gradient and electric field.
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1. Introduction

In a rather new method, the fluid motion is made by employing the traveling dissolved ions that is called Electro-Osmotic Flow (EOF). In an electroosmotic micropump the fluid is transferred by an external electric field with no need for any mechanical parts. Therefore, these micropumps can be managed easier than the mechanical micropumps [1]. Pressure gradient and electroosmotic forces or their combination may be used to generate the fluid flow in microchannels. The flow rate induced by electroosmotic force is usually small, and therefore even a small pressure gradient applied along a microchannel may cause velocity distributions and corresponding flow rates that deviate from the purely electroosmotic flow [2].

2. Problem definition

The EOF by pressure driven studied in this paper is an electrolyte flow through a two-dimensional microchannel with length L=30 µm and height H=6 µm. The upper and lower plates of the microchannel are kept at a constant electric potential ζ. The nanofluid motion is caused by pressure gradient and also the external electric field with strength $E_x$, which is applied by use of an Anode and a Cathode placed at the two ends of the microchannel.

3. Governing equations

By using Boltzmann approximation governing equations are Poisson, continuity and momentum equations:

\[
\nabla \phi = -\frac{\rho_e}{\varepsilon_{nf}} \quad (1)
\]

\[
\nabla \cdot \mathbf{u} = 0 \quad (2)
\]

\[
\rho_{nf}(\mathbf{u} \cdot \nabla \mathbf{u}) = -\nabla P + \mu_{nf} \nabla^2 \mathbf{u} + \rho_e E_x \quad (3)
\]

Where $\rho_e$ is the net electric charge density and using Boltzmann approximation can be defined as:

\[
\rho_e = -2Ze n_{ion} \sinh\left(\frac{Ze\nu}{k_B T_0}\right) \quad (4)
\]

2.1 Nanofluid Thermophysical Properties

The following models are used to estimate the nanofluid density, specific heat and dynamic viscosity, respectively [3,4]:

\[
\rho_{nf} = \rho_f (1 - \varphi) + \rho_s \varphi \quad (5)
\]

\[
(\rho C_p)_{nf} = (\rho C_p)_{f} (1 - \varphi) + (\rho C_p)_{s} \varphi \quad (6)
\]

\[
\frac{\mu_{nf}}{\mu_f} = 1 + 2.5 \varphi + 6.5 \varphi^2 \quad (7)
\]

Where $\varphi$ is volume concentration. For electric
permittivity of nanofluid Doyle and Jacobs model [5] is used:

\[
\frac{\left(\frac{\varepsilon_{nf}}{\varepsilon_f}\right) - 1}{\left(\frac{\varepsilon_{nf}}{\varepsilon_f} + 2\right)} = \varphi \left[ 1 + \left( \frac{\varphi}{\phi_c} \right) \left( \frac{1}{\phi_c} - 1 \right) \right]
\]  \hspace{1cm} (8)

where \( \phi_c = 0.63 \) is an empirical constant.

3. Numerical method

In this study, the Lattice Poisson-Boltzmann method is used to solve the governing equations.

\[
h_i(X + e_i\delta_{t,h} + \delta_t, t + \delta_{t,h}) - h_i(X, t) = -\frac{1}{\tau_h}
\]

\[
\left[ h_i(X, t) - h_i^{eq}(X, t) \right] + \left( 1 - \frac{0.5}{\tau_h} \right) \delta_{t,h} \omega_{ij} \frac{\rho_e}{\varepsilon_{nf}} \hspace{1cm} (9)
\]

\[
f_i(X + e_i\delta_{t} + \delta_t) - f_i(X, t) = -\frac{1}{\tau_f} \left[ f_i^{eq}(X, t) - f_i^{eq}(X, t) \right] + \delta_t F_i
\]  \hspace{1cm} (10)

The Zou and He method [6] to impose the velocity boundary conditions and Wang et al. method [7] for internal electric potential boundary conditions are used in the current study.

4. Results

Figure (1) shows the mass flow rate variation of electroosmotic and pressure driven nanofluid flow at different nanoparticle volume fraction and velocity scale ratios. The results show that with increasing the nanoparticles volume fraction, the mass flow rate increases in low velocity scale ratios (ratio of the reference velocity for pure pressure driven flow to reference velocity of the pure electroosmotic flow) and decreases in large amounts of that for a specified pressure gradient and electric field.

![Fig. 1. Variation of mass flow rate in terms of nanoparticle volume fraction at different value of velocity scale ratios.](image)
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Abstract In this study, the velocity field of mixed electroosmotic and pressure driven flow of a nanofluid (aluminum-oxide), has been investigated in a horizontal microtube with homogeneous surface electrical potential. The flow has been considered two-dimensional, laminar, incompressible, and hydrodynamically developed. The electrical potential and velocity distribution of nanofluid has been obtained numerically by the axisymmetric lattice Poisson-Boltzmann method. The effect of different parameters such as surface zeta potential, electric field strength, ionic molar concentration, ratio of pressure gradient to electroosmotic force, nanoparticle volume fraction and diameter on the velocity field has been investigated. In this research, the velocity scale ratio parameter (ratio of the reference velocity for pure pressure driven flow to reference velocity of the pure electroosmotic flow \( \Gamma \)) is used to represent the numerical results. The results show that at low velocity scale ratios, the mass flow rate increases with increase in nanoparticles volume fraction and at high velocity ratios, decreases with increase in nanoparticles volume fraction.
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1. Introduction

Recently, the microfabrication technology has led to a rapid development of microelectromechanical systems (MEMS) and lab-on-a-Chip devices [1]. For liquid flow at microscale, one of the most important surface effects is electrokinetic effect. In this study we focus on one of the electrokinetic effects named as electroosmosis. Maynes and Webb [2] analytically solved pure electroosmotic flow at low zeta potential. Tang et al. [3] numerically investigated the effect of non-Newtonian fluid on pure electroosmotic flow in a microtube.

2. Macroscopic equations

Consider an incompressible Newtonian aqueous electrolyte with ions continuously distributed in the whole microtube of radius \( R = 2 \) µm and length \( L = 20 \) µm. The electric potential \( \phi \) can be described by the following Poisson equation in the cylindrical coordinate system:

\[
\nabla^2 \phi(r) = \frac{1}{r} \frac{d}{dr} \left( r \frac{d\phi}{dr} \right) = -\frac{\rho_e(r)}{\varepsilon_r \varepsilon_0} \tag{1}
\]

where \( \rho_e(r) \) is the net charge density at a point distance \( r \) from the axis and can be expressed by considering Boltzmann approximation:

\[
\rho_e = -2z q_e \infty \sinh \left( \frac{z q_e \phi(r)}{k_BT} \right) \tag{2}
\]

Substituting Eq. 2 into Eq. 1 yields the nonlinear PB equation:

\[
\frac{d^2 \phi}{dr^2} = \frac{2n^\infty q_e z}{\varepsilon_r \varepsilon_0} \sinh \left( \frac{z q_e \phi(r)}{k_BT} \right) \tag{3}
\]

When an external electric field and pressure gradient is applied along the axial direction, the motion of aqueous electrolyte is governed by the Navier–Stokes equations, which can be reduced to the following equation with assuming a fully developed flow:
\[
\rho \left( \frac{\partial u_x}{\partial t} \right) = -\frac{\partial p}{\partial x} + \mu \left[ \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial u_x}{\partial r} \right) \right] + \rho_e(r)E_x
\] (4)

3. Boundary Conditions
The boundary conditions on \( \phi(r) \) and \( u_x(r) \) are, as follows:

\[
\frac{d\phi(r)}{dr} \bigg|_{r=0} = 0 \quad \phi(r) \bigg|_{r=R} = \zeta
\] (5)

\[
\frac{du_x(r)}{dr} \bigg|_{r=0} = 0 \quad u_x(r) \bigg|_{r=R} = 0
\] (6)

4. Nanofluid properties
The density, dynamic viscosity and relative permittivity of nanofluid can be calculated, as follows:

\[
\rho_{nf} = \rho_f(1 - \varphi) + \rho_s\varphi \\
\mu_{nf} = 1 + 2.5\varphi + 6.5\varphi^2 \\
\left[ \frac{\varepsilon_{nf}}{\varepsilon_f} - 1 \right] = \varphi \left[ 1 + \frac{\varphi}{\varphi_c} \left( \frac{1}{\varphi_c} - 1 \right) \right]
\] (7)

4. Numerical method
In this study, the Zhou’s axisymmetric lattice Boltzmann method [4] is employed to solve the velocity field and Li’s method [5] to solve the electrical potential field.

4. Conclusions
Figure (1) shows the mass flow rate variation of electroosmotic and pressure driven flow of nanofluid by increasing the volume fraction of nanoparticles from 0 to 5% at different velocity scale ratios.

The results show that the mass flow rate at low velocity scale ratios increases slightly with increase in nanoparticles volume fraction and at high velocity ratios decreases with increase in volume fraction. For example when the velocity scale ratio is zero, by increasing the nanoparticle volume fraction from 0 to 5% the mass flow rate increases 6.02% but when the velocity scale ratio becomes 10 the mass flow rate decreases 11.15%.

Fig. 1. Variation of mass flow rate in terms of nanoparticle volume fraction at different values of velocity scale ratios.
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Abstract As the electronic components get more and more miniaturized, their thermal management becomes more and more challenging. High heat flux and requiring no moving parts are of benefits that has brought micro-grooved heat pipes as an effective heat removal method, to researchers’ attention in recent years. In current study, thermal performance of an array of 50 micro-grooved heat pipes fabricated on aluminum and filled with DI water is experimentally investigated; temperature distribution along the heat pipes is read and reported under different operating conditions.
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1. Introduction

Heat pipes, as an efficient heat removal component, provide the benefits of higher thermal conductivity, compared to the material fabricated of, and considerable heat flux, while not requiring a significant/substantial temperature gradient between heat source and heat sink [1, 2]. As another advantage over conventional methods, they can transfer large amounts of heat “through a small cross-sectional area over a considerable distance with no additional power input to the system” [3]. First proposed by Cotter [4], micro heat pipes (MHPs), in particular, have the advantage of being adaptable in electronic cooling applications [3], where the available space is as small as electronics components; being able to protect the electronic components against sustaining damage due to insufficient heat removal [5], employing them for thermal management purposes in electronic industry has become of research interest in recent years.

In current study, thermal performance of a hermetically sealed array of 50 micro-grooved heat pipes on an aluminum piece filled with DI water as working fluid, covered with a transparent layer of plexiglas, is presented. Temperature distribution along the grooves and working pressure is reported; thermal resistance of the micro heat pipe and its effective thermal conductivity is calculated; moreover, the operation of the micro-grooves is visualized.

2. Experimental Setup

2.1. Materials

The setup includes an array of 50 grooves 200μm×200μm in cross-section and 75mm in length, spaced 200μm from each other, on the bottom of a 2.5mm sink in a piece of aluminum (80mm×159mm×5 mm) fabricated by micro-machining. On the outside wall of the aluminum, 5 holes are drilled evenly spaced to place type T thermocouples to read the temperatures. A piece of Plexiglas sheet (80mm×159mm×9mm) covers the aluminum piece by 6 screws. Plexiglas’s transparency enables the visualization of the working area during phase change heat transfer operation. In addition, three holes are drilled on the plexiglas sheet for evacuation, pressure reading, and filling the MHP. Perfectly sealed by two o-rings (Viton, durometer A75), the space between the aluminum and plexiglas is defined as our system in this context.

DI water is chosen as the working fluid due to its superior thermodynamic properties within the planned operating conditions. To prevent dissolved air in the water from entering the system, DI water is degassed under 2×10⁻³ Torr vacuum for 30 minutes prior to charge the system.

Two thermoelectric heater/cooler units are used in the experiments, each can work as either cooler or heater by switching their positive and negative inputs. Their input power can be set by adjusting their input current and multiply it by the
corresponding voltage.

The vacuum pump used in the experiments is able to evacuate the system down to $2 \times 10^{-1}$ mbar.

To achieve uniform heat transfer, silicone thermal grease was applied in any possible contact, such as peltiers’ surfaces and thermocouple holes.

A programmable micro syringe pump is utilized to charge the MHPs with a desirable amount of working fluid via capillary tubes; the accuracy of its volume measurements is 0.1μL.

Figure 1 shows all the components of the setup before assembly.

2.2. Experimental method

The schematic procedure of evacuating and charging the MHPs is depicted in Figure 2. As the very first and crucial step, the system is put under $5 \times 10^{-2}$ Torr vacuum for two hours, ensuring all materials degassed; during this step, valves V1 and V2 is opened, and V3 is on plugged mode. Subsequent to evacuation, to fill the MHPs, valves V1 and V2 are closed and V4 is connected to V3 (V3 is also used to refill the syringe pump from the water reservoir, when it gets drained out). The amount of filling water is chosen as much as the volume of all grooves in total, considering 50% excess for condensed water at the sidewalls and corners of the sink in aluminum. When the grooves were filled with the proper amount of the working fluid, V4 is put on plugged mode again and the MHP is ready to be examined.

Heating and cooling is started to perform at this point by means of two thermoelectric heater/cooler units placed underneath the MHP; while one plays as heat source and the other as heat sink. During operation, the temperature is measured along the grooves, working pressure is recorded, and the phase change heat transfer, after reaching steady state condition, is visualized.
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Abstract
A novel compact illumination device for total internal reflection fluorescence microscopy, “Evanescent wave for a chip” was developed. Based on the concept of complete readiness and usability, a laser system and mirrors were fixed thereby removing complex optics from the measurements. Owing to the mirrors fixed at an optimal angle, without any adjustment, laser beam was introduced into the slide glass to generate total internal reflection at the interface of the glass and fluid. Therefore, evanescent wave was generated and fluorescent dye in the vicinity of slide glass, i.e. channel wall were excited. For quantitative measurements in solution, calibration measurements for fluorescent intensity on pH and temperature were conducted. In addition, a simultaneous measurement for the velocity and pH distribution of the solution was conducted by using a 3-CCD camera to evaluate the utility of the device in more complex measurements of near wall flow fields. Since this device is able to excite fluorescent dyes only in a region close to a cell-substrate interface, collagen beads with a fluorescent dye, which mimic the cell were observed. Elimination of background fluorescence from the outside of the focal plane achieved a significant improvement of the signal-to-noise ratio. These results show that the device has a rich potential to be used for investigations of themofluid and biological phenomena in the vicinity of an interface of microfluidic devices.
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1. Objective
The influence of channel surface on distribution of velocity, concentration, pH, and so on in microchannel plays an important role in performance of micro- and nanofluidics. Measurements using evanescent wave in which it decays exponentially from the wall is one of the most powerful method to investigate the physical quantities in the vicinity of channel surface. Numerous methods have been developed to use evanescent wave for measurements. However, most of methods tend to get complicated and limited further development in measurements. The objective of this study is to develop a built-in device, which easily generates an evanescent wave in the vicinity of liquid-solid interface.

2. Development of Built-in Device
Kazoe & Sato [1] have developed a two-prism system for generating the evanescent wave in order to investigate the zeta-potential distribution in the vicinity of solid-liquid interface of micro channel wall and the fluid. The present study proposes a compact and built-in device called “Evanescent wave for a chip” (herein after referred to as EvaChip) illustrated in Fig. 1., which overcomes the shortcomings found in Kazoe & Sato’s experiments. EvaChip is made from acrylic using micro-machining technique and mirrors were attached to the bottom side of EvaChip thereby removing complex optics from the system. A small optically pumped semiconductor laser (488 nm or 532 nm) was amounted vertically to introduce a laser beam into EvaChip for total internal reflection. Fluorescent dye injected into microchannel placed on top of EvaChip was illuminated by the evanescent wave. Its intensity was captured by a 3-CCD and an EM-CCD camera through the objective lens and filters.

Fig. 1. (a) Overview and (b) cross-sectional view of “Evanescent wave for a chip”.

Fig. 4. Calibration curve depicting the relationships between the fluorescent intensity and (a) pH and (b) temperature.
3. Results and discussions

3.1 pH and temperature measurements
Prior to applying EvaChip to mixing flow fields, calibration curves depicting relationships between pH and temperature to the intensity from fluorescent dyes were obtained. Fluorescent sodium salt and Rhodamine B was used as fluorescent dyes for the pH and temperature measurement, respectively. For pH measurement, phosphate buffer solution (PBS) with 5 different pH values were used. L-shaped channel was used for pH calibration experiment. Temperature controlled water was flown from the thermostat chamber to heat the Rhodamine B solution through BK7. Figs. 4(a) and 4(b) show calibration curves for pH and temperature, respectively. Both curves indicate linear relationships, which are consistent with the experimental results of Kazoe & Sato [1].

3.2 Simultaneous measurement of pH and velocity
Considering more complex measurement fields, simultaneous measurement of pH and velocity at mixing flow field was conducted. A T-shaped channel, as illustrated in Fig. 5, and PBS at different pH (5.89 and 8.16) were prepared. Both fluorescent sodium salt, which has green emission wavelength, and fluorescent particles with red emission wavelength were mixed into PBS. Solutions were injected into the inlets at 190 µL/min by a syringe pump. The evanescent wave spot was adjusted to a junction area of the channel and both dye and particles were excited. Two different emission lights were captured by red and green elements of 3-CCD camera respectively at the same time as shown in Fig. 6. LIF was conducted by measuring the fluorescent intensity of green emission light and using the calibration curve shown in Fig. 4(a). PIV was conducted by measuring the red emission light. Thus pH and velocity were quantitatively visualized the mixing process in the vicinity of liquid-solid interface, simultaneously. Fig. 7 shows the pH and velocity distribution in the vicinity of interface. The result indicates that it is quite easy to obtain the special distribution of scalar quantities using EvaChip.

3.3 Observation of collagen beads
In anticipation of biological use of EvaChip, observation of collagen beads with an EM-CCD camera was carried out. This study was conducted to compare the difference between the volume and evanescent wave illumination. Collagen beads with the diameter of approximately 20 µm were prepared to mimic the cell. The fluorescent dye with excitation wavelength of 488 nm was mixed in the beads. Illumination was captured by an EM-CCD through 20x objective lenses. In case of the volume illumination, as shown in Fig. 8(a), a large volume of beads were excited in the depth direction which lower the SN ratio. Fig 8(b) shows the evanescent wave illuminated beads. Contrary to the case of the volume illumination, illuminated area of beads became drastically small and high SN ratio was achieved by EvaChip. This is because the penetration depth of evanescent wave conducted by EvaChip was approximately 80 nm and only the bottom of the beads were illuminated. This result indicates the potential capacity of applying EvaChip to not only fluidic dynamics but also biological region.

4. Conclusions
Velocity, temperature and pH of channel surface play a significant role in characterizing the flow in micro channels. The system presented is a powerful and simple method to investigate the above-mentioned physical quantities in the vicinity of liquid-solid interface. Owing to its simplicity, EvaChip is able to use without any skill and the study revealed that it is capable of measuring highly complex flow field. The possibility of applying EvaChip to biological region in the future work was also indicated by the study.
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Measurement of Molecular Diffusion in the Vicinity of Liquid-Solid Interface by Total Internal Reflection Raman Imaging

Masaharu KINOSHITA 1,*, Tetsuro TATEISHI 1, Reiko KURIYAMA 2, Yohei SATO 1

* Corresponding author: Tel: +81 (0)45 566 1740; Fax: +81 (0)45 566 1720; Email: kinoshita@tfe.sd.keio.ac.jp
1 Department of System Design Engineering, Faculty of Science and Technology, Keio University, Japan
2 Department of Mechanical Engineering Science, Graduate School of Engineering, Kyoto University, Japan

Abstract The present study proposes total internal reflection (TIR) Raman imaging for measurement in the vicinity of liquid-solid interface. This measurement technique was applied to the near-wall illumination by the evanescent wave to the Raman scattering. Raman scattering emitted from molecules in the vicinity of a channel surface was two-dimensionally captured by an EM-CCD camera through bandpass filters. Since the intensity of Raman scattering is proportional to the number of illuminated molecules, the Raman images can be converted into the concentration distributions via calibration curves. With this technique, concentration distributions of D2O and H2O in a D2O/H2O mixing field in a T-shaped microchannel were visualized. Concentration measurement of NH4Cl in a mixing field of NH4Cl deuterium oxide solution was also carried out. The measurement resolution in the depthwise direction was approximately 90 nm and 100 nm in the mixing fields of D2O/H2O and NH4Cl deuterium oxide solution, respectively. The concentration distributions of D2O, H2O and NH4Cl were visualized in the vicinity of liquid-solid interface. These results imply that the TIR Raman imaging has a potential to evaluate the molecular diffusion under electrochemical influence from a channel surface.

Keywords: Molecular Diffusion, Raman Imaging, Evanescent Wave Illumination, Liquid-solid Interface

1. Introduction
In micro- and nanoscale channels, flow structures are influenced significantly by interfaces owing to the large surface-to-volume ratio [1]. In the space of 10^4–10^7 nm from a channel surface, the flow structure is different from the bulk due to the electrochemical effect of the channel surface [2]. For more advanced analysis systems, it is necessary to understand the flow structure in the vicinity of the interface. However, the flow structure is not elucidated because a measurement method whose resolution exceeds the diffraction limit is not established. The objective of this study is to develop a non-intrusive technique for measurement in the vicinity of liquid-solid interface using the TIR and the Raman imaging.

2. Experimental setup and procedure
The intensity of the Raman scattering increases linearly with concentration. The concentration distributions of D2O, H2O and NH4Cl were visualized in mixing fields of D2O/H2O and D2O/NH4Cl deuterium oxide solution by detecting the intensity of Raman scattering. The measurement system is illustrated in Fig. 1. In order to capture the Raman scattering from target molecules selectively, the bandpass filters which pass each Raman band of D2O, H2O and NH4Cl were prepared. Raman spectra of the samples were shown in Figs. 2 (a) and 2 (b). TIR Raman scattering from the target excited by the evanescent wave was captured by an EM-CCD camera through the bandpass filter. The intensity of the detected TIR Raman scattering was converted into the near-wall concentration via pre-obtained calibration curves. In this study, the measurement resolution in the depthwise direction was determined by the penetration depth of the evanescent wave.

![Fig. 1. Schematic of the measurement apparatus.](image)

![Fig. 2. Raman spectra of (a) D2O/H2O and (b) NH4Cl deuterium oxide solution.](image)
3. Results and discussions

Near-wall concentration measurement was performed in non-uniform mixing flow fields in a T-shaped microchannel. Fig. 3 shows top views of the T-shaped microchannel and the measurement area.

3.1. Mixing field of D₂O/H₂O

3.1.1. Calibration experiment

Prior to the measurement of the near-wall concentration distributions, the Raman scattering from D₂O/H₂O mixtures was measured with various mixing rate in order to obtain a relationship between Raman intensity and concentration. Fig. 4 shows the calibration curves for D₂O and H₂O. Linear relationships between the Raman intensity and concentration were confirmed.

3.1.2. Near-wall concentration measurement

The visualization of the concentration distributions was performed. The measurement resolution in the depthwise direction was approximately 90 nm. D₂O and H₂O were injected at constant flow rate of 2.0 μL/min from inlets A and B of the T-shaped microchannel, respectively. The calibration curves for D₂O and H₂O were applied to each Raman image captured at the junction area. Figs. 5 (a) and 5 (b) depict the two-dimensional concentration distributions of D₂O and H₂O in the T-shaped microchannel, respectively.

3.2. Mixing field of NH₄Cl deuterium oxide solution

3.2.1. Calibration experiment

In order to obtain a relationship between the Raman intensity and concentration, Raman scattering from NH₄Cl deuterium oxide mixtures was measured. Fig. 6 shows the calibration curve for NH₄Cl. A linear relationship between Raman intensity and concentration was confirmed.

3.2.2. Near-wall concentration measurement

The visualization of the concentration distribution was performed. The measurement resolution in the depthwise direction was approximately 100 nm. NH₄Cl deuterium oxide solution, which contains 4.0 mol/L of NH₄Cl were injected at constant flow rate of 2.0 μL/min from inlets A and B of the T-shaped microchannel, respectively. The calibration curve for NH₄Cl was applied to the Raman image captured at the junction area. Fig. 7 depicts the two-dimensional concentration distribution of NH₄Cl in the T-shaped microchannel.

4. Conclusions

The present study proposes the total internal reflection Raman imaging for the measurement in the vicinity of liquid-solid interfaces. The main accomplishments of this work are summarized below.

1. The linear relationships between the Raman intensity and the concentrations were confirmed by the calibration experiment.
2. Near-wall concentration distribution measurements were performed by detecting the intensity of Raman scattering and applying the calibration curves to the Raman images. The non-uniform concentration distributions of H₂O, D₂O, and NH₄Cl were visualized at the evanescent spot, respectively.
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Abstract The work is devoted to experimental investigation of the structure of two-dimensional supersonic underexpanded microjets. The characteristic size of micronozzles ranges from 175 to 22.3 microns. The working gas is air at room temperature. The Reynolds number ranges from 600 to 10,000. The first shock cell size of the jet and the average shock cell size are determined and approximation dependences are offered. The supersonic core length (the distance from the nozzle exit to the point on the jet axis, where the velocity reaches the local speed of sound) of two-dimensional supersonic underexpanded microjets is determined.

Keywords: Micronozzle, Supersonic microjet, Pitot microtube, Laminar-turbulent transition

1. Introduction

Due to the considerable capabilities of the microfluidic device applications there is an interest in the study of the gas flow on the microscale. Regard it as a gas flow in microchannels, and the exhausting of gas from micron-sized holes. Depending on the pressure at the inlet of the hole, the jet can be subsonic or supersonic. Subsonic and supersonic microjets may find their applications in macroflows control, in noise reduction systems, in jet cooling systems.

There is no studies on the structure of two-dimensional supersonic microjets, except [1], which presented some of the data for only one Reynolds number and for one prechamber pressure.

There are a number of works considering the structure of two-dimensional supersonic macrojets [2-4].

However, we could not find any data on the supersonic core length of a two-dimensional supersonic macrojets in the available literature.

The aim of this study is to determine the main characteristics of supersonic underexpanded air microjets.

2. Micronozzles

Based on the technology developed in [5], two-dimensional micronozzles were made. Figure 1 shows the SEM images of some of them.

Fig.1. SEM images of micronozzle exit sections

3. Experiment

The experiments of studying the structure of microjets were performed using Pitot microtube, hot-wire anemometer and by Shadow flow visualization method.

The Pitot microtube was made of glass, an outer diameter of 40 μm, internal diameter of 20 μm. Hot-wire probe has a diameter of 5 μm and a length of 0.7 mm. During the experiments, the jet blew the central part of the hot-wire probe.

From the flow visualization photographs and the pressure distribution along the jet axis the first shock cell and the average shock cell
sizes of the jets were determined. Average shock cell size was determined by the size of the second, third and fourth shock cells (if they were visible).

The supersonic core length is determined from the pressure distribution on the jet axis.

Figure 2 shows, as an example, the flow visualization of the jets escaping from the nozzles with the height of 175 microns at different pressures in the settling chamber. Sawtooth structure in the photographs is a scale element.

From the flow visualization photographs and the pressure distribution along the jet axis the first shock cell and the average shock cell sizes of the jets were determined. The results for the first shock cell are shown in Fig. 3.

![Fig.2. Flow visualization of supersonic two-dimensional underexpanded microjets](image)

4. Conclusions

On the basis of studies of the structure of two-dimensional supersonic microjets it can be done the following conclusions:
- the first shock cell and the average shock cell sizes of the microjets are determined and approximation dependences are offered;
- the supersonic core length is defined. It is shown that for some jets there is a long supersonic core length mode. An increase of supersonic core length are shown for jets issuing from the nozzle with the height less than 50 microns at moderate jet off-design value (n <1.5);
- it is shown that the supersonic core length increases due to the laminar-turbulent transition in the mixing layer of microjets.

4. Acknowledgement

The study was supported by the Russian Science Foundation (project No. 16-19-10675).

5 References

Measurements of micro-mushroom patterns in a magnetic micromixer
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Fingers and mushroom patterns are common features at the interface of surface instabilities. These can be observed in different scales: large-scale examples are the remnants of supernova explosions, (Fig. 1a), nuclear detonations (Fig. 1b), hot gas and ash produced by volcanic eruptions (Fig. 1c). Smaller scale examples can be produced at home using 2 liquids with different densities (Fig. 1d). These patterns are often described by the Rayleigh-Taylor Instability (RTI), where a heavy fluid is above a lighter fluid in the presence of a gravitational field. Similar patterns can be produced with other mechanisms, as long as one fluid is forced to penetrate into another across a flat interface. For example if magneto-hydrodynamic forces are used the instability is called Magnetic Rayleigh-Taylor Instability (MaRTI).

Figure 1: Examples of finger and mushroom formations observed in nature. (a) Crab nebula (b) Nuclear explosion (c) 1990 Redoubt volcano (d) Two liquids with different densities in a glass container. Image credits: Wikipedia commons

Fingers and mushroom patterns are common features at the interface of surface instabilities. These can be observed in different scales: large-scale examples are the remnants of supernova explosions, (Fig. 1a), nuclear detonations (Fig. 1b), hot gas and ash produced by volcanic eruptions (Fig. 1c). Smaller scale examples can be produced at home using 2 liquids with different densities (Fig. 1d). These patterns are often described by the Rayleigh-Taylor Instability (RTI), where a heavy fluid is above a lighter fluid in the presence of a gravitational field. Similar patterns can be produced with other mechanisms, as long as one fluid is forced to penetrate into another across a flat interface. For example if magneto-hydrodynamic forces are used the instability is called Magnetic Rayleigh-Taylor Instability (MaRTI).

Recently, MaRTI has been the subject of several experimental studies in micro scale, where a magnetic fluid and water was forced to penetrate into each other using an electromagnet [1-5]. The first quantitative velocity field was measured using MicroPIV in combination with image pre-processing functions, such as contrast normalization and Gaussian difference filters [1]. A successful model was developed for the magnetic microconvection problem [2] based on the experimental results. In order to understand the reasons behind the formation of these finger and mushroom patterns the flow field information and the interface front is required simultaneously [3]. Time-resolved information on velocity and interface location revealed the well-known finger and mushroom patterns typical to this instability in Ref. 4 where an uncertainty analysis of the measurement was also reported [4]. Modal analysis of the MaRTI instability was performed using Proper Orthogonal Decomposition (POD) and Oscillating Pattern Decomposition (OPD) [5]. In this study we revisit the data acquired in Ref. 4 and focus on an individual finger turning into a mushroom.

MicroPIV technique has great potential in providing multi-parameter information in microfluidics research on mixing and the details of the experimental setup can be found in Ref. 4. Briefly, the Hele-Shaw cell was constructed using two cover glasses separated with a 127-µm-thick Parafilm. A magnetic fluid and deionised water was brought into contact in the cell with a relatively flat interface. Then the Hele-Shaw cell was placed in the center of the electro-magnet and the magnetic field was applied before pure solvent was mixed in the magnetic fluid. The magnetic forces were produced using an electromagnet, which produced a magnetic field strength of 1.8 mT in the central part of the coil. Both phases were seeded with 1µm Nile-red fluorescent particles with the same seeding density. Experiments are performed using a MicroPIV system consisting of an inverted fluorescence microscope, a high quantum efficiency PIV camera, a pulsed LED illumination device, a synchronization box and a system controller. Image recording, image pre-processing, MicroPIV analysis, vector processing and graphical display of results were performed using the DynamicStudio software.

In Ref. 4 both the velocity and the interface information are extracted from a sequence of time-resolved particle images. Planar velocity measurements are obtained using an adaptive cross-correlation algorithm, where particle image contrast was enhanced using image pre-processing. The use of image pre-processing functions proved to be essential: First, local contrast normalization and difference of Gaussian filters are used to enhance the particle image contrast [1]. Second, interface location is estimated using Prewitt edge detection filter together with a combination of standard image processing functions [3].
It was found that only some of the fingers turn into mushroom patterns in the presence of counter-rotating vortex system [4]. The fingers oriented in the horizontal plane (against the flow) tend to produce some mushroom patterns. On the other hand, the fingers located at the top and bottom of the FoV oriented vertically (perpendicular to the flow direction) are simply convected towards left under the influence of the main flow of the water phase. In particular, one horizontal finger close to the middle of the FoV in Fig. 8k to 8o in Ref. 4 gradually changes into a mushroom shape (Fig. 2). The thickness of the finger in Fig. 2a is approx 120µm, and this gradually turns into a mushroom shape with a size of approx 195µm (Fig 2c). The size of the transforming finger at each time step is shown next to each subfigure and the velocity vectors are placed every 20µm in Fig. 2. To the authors knowledge this is the smallest mushroom pattern measured as a result of a RTI, where quantitative flow field and interface information is available simultaneously. Motion of raw particle images, time resolved velocity field, POD-filtered flow field and the interface are available in Ref. 6. When the average flow velocity is subtracted, a counter-rotating vortex system is observed with the center of the vortex system coinciding with the centerline of the growing finger. In fact, the observed counter-rotating vortex system in the plane is the cross-sectional view of a toroidal vortex in three dimensions.

Figure 2 Flow field around an individual finger turning into a mushroom. (a) t=12.5 s (b) t=15 s (c) t=17.5 s
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Fabrication of nanoporous membranes through silicon templates: two different approaches
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Abstract We present here a novel approach to fabricate nanoporous membranes based on the use of sacrificial template structures to individually define pore parameters such as geometry, shape, and placement. Based on this rationale two different nano-fabrication methods were developed; one resulting in conical multilayered nanopores arrays with openings with critical dimensions down to 60 nm; and a second one resulting in high aspect ratio nanopores with diameters down to 17 nm and 1 µm length. The presented methods are relevant for the fields of nanofabrication and nanofluidics since they extend the shapes, geometries and materials into which nanoporous membranes can be obtained.
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The question of designing and fabricating well controlled solid-state nanoporous membranes made of different materials still remains a bottleneck that impedes the development of nanofluidics and its potential applications [1-2]. Controlling individual pore parameters such as dimension, shape, placement as long with the material at the liquid-solid interface is of fundamental importance depending on the application targeted. Furthermore until now only few materials were used to create nanopores (and nanochannels in general) because of the difficulty to fabricate device in exotic materials.

Here we propose two different fabrication methods for nanoporous membranes based on the same rationale, which is relying on the fabrication of sacrificial templates to define the pore geometrical parameters, depositing the material for the membrane around the template and finally selectively remove the template to release the pores. The difference between the two approaches presented lies in the method used to deposit the membrane material. A directional deposition (evaporation) on the templates results in multilayered and conical nanopores whereas a conformal deposition (sputtering or CVD) results in high aspect ratio pores made of the same material (Figure 1.A). The templates used in both processes are etched into bulk Silicon through e-beam lithography followed by SF6/C4F8 based dry etching (HARSiN [3]). This way high aspect-ratio structures with critical dimensions down to 25 nm and about 1 µm high were obtained as visible in Figure 1.B.

The method relying on directional deposition through evaporation allows to obtain multilayered nanoporous membranes with and unprecedented freedom in the choice of materials resulting in the possibility to control the pore material (and thus the surface charge properties) along the pore axis. Similar results were obtained in the past with FIB milling but the presented method is less time consuming, and has no material re-deposition inside the nanopore. A limitation of the process arises from the deposition and its lateral growth of material on top of the template which creates a “cap” (as visible in figure 2.A). This shadows the deposition at the base of the template, and results in a conical nanopore which angle is material dependent. Membranes made of alternated layers of...
SiO$_2$ and Pt (1x and 3x Pt layers) were successfully fabricated with critical dimensions down to about 60nm (Figure 2.A) [4]. The integrity of the membranes was proved through electrical measurements during which a slight current rectification effect was observed due to the conic shape of the nanopores [5].

The second process presented consists in using conformal deposition techniques (sputtering or CVD) to deposit the thin films composing the membrane on the template structure. The planarization of the sample until the templates emerges from the surrounding material and their consequent selective removal finally reveals the pore (Figure 1.A). As shown in figure 1.A on the right, two stacked materials can be used to fabricate the membranes. The blue layer is the material that will be the pore surface once the pore released, or “pore material”; the yellow layer is a “supporting material” that has no active function but to support the membrane. With this method nanopores are thus made of the same material (i.e. the pore material), and have a shape which is the negative of the template. This way membranes with PECVD amorphous carbon (figure 2.B) or sputtered Platinum as pore material and low temperature SiO$_2$ (LTO) as supporting material were fabricated with high aspect-ratio pores (typically length=1µm for Ø≤20nm). SEM inspection of the membranes shows the absence of defects or collapse of the membrane after pore release.

These fabrication methods are therefore very similar in concept but results in devices with different properties. The method based on evaporation gives the possibility to fabricate multilayered nanopores which is not possible with the other method. On the other hand the method based on conformal deposition can be used to obtain smaller nanopores compared to the evaporation-based one (15nm vs. 60nm), with high aspect ratios (up to 1:50). Such approach may be especially useful since long nanopores can be fabricated in any material that can be conformally deposited in thin film and which adhere to the templates, since only a thin layer of membrane material is needed. A thick supporting layer can then be used to sustain the membrane and get micrometer-long pores without the need to deposit micrometers of the material of interest.

Compared to other fabrication technologies for solid-state nanoporous membranes, the presented templated technology allows fabrication of devices with high aspect ratio nanopores in a wide variety of materials without the need to further modify the process, it is compatible and integrable with other micro-machining processes (such as micro-channel fabrication), it results in membranes with nanopores defined individually by design and it allows the fabrication of nanofluidic chips at wafer-scale.

The presented methods can therefore boost the study of nanofluidics and extend its applications to new fields by facilitating the fabrication of nanodevices, widening the choice of materials, and lowering the technical bottlenecks actually limiting its development.
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Fig 2.A: FEI cross section of a 3 layers membrane obtained through evaporation method, before template removal. The shown pore dimension is about 80nm, the cone angle is 29°. Note, the image is tilted 45° so the vertical dimension appears to be shorter than it is in reality.

Fig 2.B: Top-view of a nanopore obtained through conformal deposition, after template removal. The pore diameter is 17nm for a length of 850nm. The apparent corrugation of the surface is due to the suboptimal planarization process and was measured to be less than 20nm.
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Abstract Transmission electron microscope (TEM) is used as an experimental method of bubble nucleation at the initial stage of boiling, which is not understood sufficiently because it is difficult to observe the bubble at nanometer scale. We developed a nano liquid cell, whose tiny gap was filled with pure water. When the water was irradiated by TEM electron beam at high magnification mode, nanobubbles generated and grew due to phase change. In this paper, we introduce the fabrication technique of the nano liquid cell and the dynamic behavior of nanobubbles.
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1. Introduction

Boiling is one of the most effective heat transfer methods due to its high heat transfer coefficient. Therefore, boiling heat transfer has a variety of applications in technological and industrial engineering. The complicated boiling mechanism has been investigated by many researchers but the bubble nucleation at the initial stage of boiling is still veiled. The major reason is that there had been no experimental method to observe the bubble nucleation at nanometer scale. Nanobubbles were reported observable by atomic force microscopy and the freeze-fractured replica method [1]. However, these methods can’t reveal the mechanism of nanoscale phase change sufficiently. On the other hand, newly-developed techniques represented by MEMS have enabled us to make a nano liquid cell for observing the nanobubbles by using transmission electron microscope (TEM) [2–6]. In this study, we aimed to reveal the mechanism of bubble nucleation and phase change in nanoscale by using TEM.

For TEM observation, we prepared liquid cells by using the commercially-available microchip (Structure Prove. Inc., West Chester, PA, USA) which is 3.0 mm x 3.0 mm x 200 µm Si (100) substrate with Si3N4 membrane window. The thickness, length, and width of the window are 50 nm, 500 µm, and 500 µm respectively. Two microchips were bonded each other to sandwich a spacer of 40 nm-thick Pt and 8 nm-thick Ti films, which were fabricated by physical vapor deposition. Finally, two Si3N4 membrane windows are set face to face with a gap of ca. 50-300 nm as shown in Fig.1. This nano-gap was filled with pure water and the leakage of water was prevented by epoxy resin.

JEM-3200FSK was used for our in situ TEM observation, which is operated at 300 kV with emission current of 108 µA. The bright-field screen-image of TEM of water in the cell was recorded by a CCD camera and a high-speed video (FASTCAM Mini AX50, Photron).

Figure1. (a) Image of a fabricated nano liquid cell. (b) Schematic of the cell filled with water.
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Tokyo, Japan) at 250 frames per second. Its image resolution was 256 x 256.

2. Results and discussion

Bubble formation was found only in the electron-irradiated area in the cell and the generated bubbles continued growing when we observe it at high magnification mode (80k-200k). Soon after we started to observe in the nanochannel at 200k magnification, nanobubbles generated on both Si$_3$N$_4$ membranes and grew. Their initial diameters were 5-10 nm. When a nanobubble touched another one, which was as large as it, it coalesced with the other one slowly. On the other hand, when a nanobubbles touched another one, which was larger or smaller than it, it didn’t coalesce. Continuing to irradiate electron beam at high magnification mode, new nanobubbles are generated in thin water films between nanobubbles one after another. In addition to the growth of nanobubbles, we observed nanobubbles disappearing. When the TEM magnification was shifted to low magnification (5k-50k). The generation and growth of nanobubbles were induced by electron beam irradiation. However, the shape of nanobubbles were not perfect circles, which suggests that heterogeneous nucleation occurs dominantly in comparison with homogeneous nucleation. Moreover, the minimum diameter of nanobubbles was ca. 5 nm, which is supposed to be the critical bubble nucleation radius under the current condition.

Acknowledgement

This work was partially supported by JSPS KAKENHI and CREST, JST. TEM observations were performed at the Ultramicroscopy Research Center, Kyushu University.

References

Microfluidic Characterisation of Ultralow Interfacial Tension Droplets by Thermal Capillary Wave Analysis
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Abstract Measurements of the mechanical properties for heptane droplets in AOT-NaCl aqueous solutions were performed in a microfluidic device through the analysis of the thermal capillary waves. After generation in a flow focusing junction device, the droplets were collected in an observation chamber chip fitted with a thermal control unit. Subsequently, the droplet interfacial tension was lowered down to ultralow values (<1µN/m) by approaching the microemulsion phase inversion temperature. In this regime, the Fourier spectrum of the stochastic droplet interface displacement could be measured through bright-field video microscopy and a contour analysis technique. The droplet interfacial tension γ together with the surfactant film bending rigidity κ were hence obtained by fitting the experimental results to the prediction of a theoretical model. Compared to existing tensiometry techniques, our contactless all-optical approach has several advantages, including fast measurement, easy implementation, cost-effectiveness, reduced amount of liquids, and integration into lab-on-a-chip devices.
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1. Introduction

Surfactant-oil-water microemulsions with ultralow interfacial tensions (ULIFT) are used in several important applications in oil industry (e.g. enhanced oil recovery) and environmental protection (e.g. oil pollution remediation). More recent applications of these systems include flow actuation in micron-sized liquid channels created by light, optical sculpture of micron-sized droplets for the synthesis of asymmetric solid particles and optical generation and manipulation of nanofluidic networks.

Current ultralow interfacial tensiometry techniques (e.g. spinning droplet method, relaxation time method, etc.) require dedicated apparatus and cannot be integrated into lab-on-a-chip devices with multiple functionalities. To this end, a microfluidic ultralow interfacial tensiometry method, based on the analysis of the trajectories of magnetic particles crossing a flat liquid interface, has been recently introduced. However, the pre-calibration of the particle magnetic susceptibility, the risk of interface contamination caused by these magnetic probes, and the requirements of low viscosity contrast between the liquid phases limit the applicability of this method. Furthermore, none of the mentioned methods can measure the bending rigidity of the fluid-fluid interface.

In this research, we present a microfluidic technique for the measurement of the ultralow interfacial tensions as well as the surfactant film bending rigidity for micron-sized droplets through the analysis of the thermal capillary waves.

2. Methods and Materials

A monodisperse population of heptane droplets in Aerosol OT surfactant NaCl-water solutions were generated in a flow focusing junction device and, subsequently, transferred in an observation chamber (ObC) chip for analysis (Figure 1a). The ObC chip was fitted...
with a temperature control system to lower the droplet interfacial tension $\gamma$ down to ultralow values ($< 1 \mu\text{N/m}$) by approaching the microemulsion phase inversion temperature. Under these conditions, the stochastic displacement of the droplet interface position \( \theta \) are on the order of 100 nm so they could be measured by standard bright-field digital video microscopy. The droplet interface profile was measured via image processing analysis implemented in Python.

![Image of droplet and fluctuation spectra](image_url)

**Fig 1** a) Drop deformed by thermal capillary waves together with the measured interface profile. b) Fluctuation spectra for 'soft' and 'rigid' drops.

### 3. Results and Discussion

Figure 1 shows the micrograph of a deforming heptane droplet in 50 mM NaCl and 2 mM AOT water solution at 26.3°C together with the measured droplet interface profile. The latter can be denoted as $h(x)$, with $x = R \theta$, $R$ the droplet radius and $\theta$ the azimuthal angle. By calculating the discrete Fourier transform of $h(x)$ and averaging the result over hundreds of frames, the experimental fluctuation spectrum $\langle |h(k)|^2 \rangle$ was obtained. By fitting this spectrum to the prediction of a capillary wave model,\(^8\) both $\gamma$ and $\kappa$ were measured.

Figure 2 shows the experimental spectrum and the best-fitting curve for a 'soft' droplet. The best-fitting parameters are $\gamma = 0.4 \mu\text{N/m}$ and $\kappa = 4.0 k_B T$ for the interfacial tension and bending rigidity, respectively. The accuracy of our interface tracking method can be assessed by analysing a 'rigid' droplet with an interfacial tension of ca. 1 mN/m. Since the corresponding interface fluctuations - on the order of few nm - are inaccessible to our optical system, the resulting spectrum provides a measure of the measurement noise level in the Fourier domain (Fig 1b).

We analysed the droplet interfacial properties under varying conditions of temperature and salinity level. The variance of the fluctuation amplitude was observed to scale linearly with the ratio between the thermal energy $k_B T$ and $\gamma$, as expected. A positive correlation between $\gamma$ and $\kappa$ was also found, hence suggesting a possible dependence of $\gamma$ on the spatial wavenumber.

This technique\(^9\) will prove very useful for the rapid characterization of microemulsions as well as other ULIFT systems (e.g. phase-separated colloid-polymer solutions, all-aqueous polymer solutions), provided that the interface fluctuation amplitudes can be detected by an optical microscope and an appropriate capillary wave model is used.
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Abstract The single phase heat transfer from an upward facing, horizontal copper surface to arrays of impinging water jets was experimentally investigated. Square nozzles arranged in four different geometries were used. Additionally for set of two jets array geometry was varied by adjusting nozzle to nozzle distance. The area averaged heat transfer coefficient was found to be a strong function of working fluid mass flux and array geometrical aspect ratio. The authors proposed empirical correlation to describe and optimize microjet structural configuration.
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1. Introduction

Liquid jet impingement is one of the most effective means of achieving very high convection coefficients, especially when the coolant undergoes phase change. Choice of jet configuration is based on several practical considerations including operating environment, coolant compatibility, and, of course, heat dissipation and surface temperature. The jet typically impinges the heat–dissipating surface through a circular or a rectangular orifice. The convection coefficient is highest in the impact zone below the orifice and diminishes away from the impact zone. The average heat transfer coefficient for a large surface can be increased substantially and the surface temperature rendered more uniform by using multiple jets.

While jets can demand higher coolant flow rates than competing high performance cooling schemes, they do offer significant advantages. For example, compared to micro-channel flow, they facilitate the removal of very high heat fluxes with relatively modest pressure drops. They are also highly adaptable to cooling multiple devices in a compact package, ensure temperature uniformity when using multiple confined jets, and are applicable to both terrestrial and microgravity environments, as well as can endure the severe body forces induced by military aircraft maneuvers.

Overall methods to intensify the heat exchange in channels using passive techniques have been presented in the work of Gupta [1] and Webb [2]. Stone [3] worked on intensification of heat transfer in compact heat exchangers. Present study shows results of steady state heat transfer experiments, conducted for single phase cooling in order to obtain wall temperature and heat fluxes. Optimization of heating module may considerably improve energy savings in these systems. On the other hand, improved efficiency leads to reduced exchanger size, thus significantly reduces its manufacturing cost, and annual energy expenditures related to pumping. The transferred heat and the pressure drops have been investigated. The heat transfer performance for various jet geometries and dimensions has been obtained. The effects of pitch, angle and jet number on temperature has been studied.

2. Test setup

Present study shows results of steady state heat transfer experiments, conducted for single phase cooling in order to obtain wall temperature and heat fluxes. Fig. 1 shows the schematic diagram of the test section. It consisted of the probe, fluid supplying system,
the measuring devices and DC power supply. Working fluid was fed to the nozzle from a supply tank, which also serves as the pressure accumulator. The water pressure in the test section was raised by air compressor. Desired fluid flow rate was obtained by sustaining the constant pressure of fluid with a proper use of flow control valve. In order to reduce pressure drop necessary to create a steady laminar jet, nozzle was 2mm long. Due to low volumetric flow rate of coolant it was measured at inlet and outlet from the cooling chamber with a graduated flask.

Liquid distribution of microjets on cooled surface is influenced by presence of the neighboring jets. Thus a number of adjoining and similar impingement cells are formed. The experimental setup is aimed at reproducing the conditions of CPU cooling. The effect of nozzle array geometry on the heat transfer characteristics was further investigated by experimental runs, conducted with arrays consisting of 2, 3, 4 and 5 nozzles. Nozzle pitch was modified in range from 1 to 5 mm. Sample experimental results are depicted on figure 2.

3. Conclusions

The experimental research of single phase heat transfer due to impingement of microjet array of water was studied on a specially designed rig. Systematic data on wall temperature, and dissipated heat has been collected, which enabled development of empirical correlation for Nusselt number. A simple form of distribution of wall temperature and cooling fluid temperature obtained in analytical model is of a great value when the sensitivity tests are to be carried out. That will enable, for example the optimization of parameters consisting for the method of cooling. The model is quite general and its further modifications are possible when some of the assumptions are relaxed. The performance of presented model depends very strongly on the distribution of heat transfer coefficient. More experiments on the structure of a single microjet are needed which will confirm the heat transfer coefficient correlation presented in the paper.
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Abstract Two-dimensional numerical investigations of the fluid flow and heat transfer have been carried out for the laminar flow of the louvered fin-plate heat exchanger, designed to work as an air-source heat pump evaporator. The transferred heat and the pressure drop predicted by simulation have been compared with the corresponding experimental data taken from the literature. Two dimensional analyses of the louvered fins with varying geometry have been conducted. Simulations have been performed for different geometries with varying louver pitch, louver angle and different louver blade number. Constant inlet air temperature and varying velocity ranging from 2 to 8 m/s was assumed in the numerical experiments. The air-side performance is evaluated by calculating the temperature and the pressure drop ratio. Efficiency curves are obtained that can be used to select optimum louver geometry for the selected inlet parameters. The maximum heat transfer improvement interpreted in terms of the maximum efficiency has been obtained for the louver angle of 16 degrees and the louver pitch of 1.35 mm. The presented results indicate that varying louver geometry might be a convenient way of enhancing performance of heat exchangers.
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1. Introduction

Heat exchangers play an important role in almost every engineering system [1], [2]. Their primary purpose is heat transfer between two working fluids such as air, refrigerants, water, glycols, etc. [1]. For example, air-to-refrigerant exchangers are used in refrigeration and air conditioning [3], automotive [4], as well as heat pump industry [5]. One of the most important design challenges for this type of devices is improvement of their efficiency, especially the heat transfer rate [6]. In compact heat exchangers, thermal resistance is generally dominant on the air side and may account for over 80% of the total thermal resistance. The air-side heat transfer surface area is up to 10 times larger than the water-side one. However, water-side heat transfer coefficient is approximately 50 times higher than air-side one. Thus, the air-side thermal resistance turns out to be higher by a factor of five. Consequently, any improvement in the heat transfer on the air side improves the overall performance of the heat exchanger. Louvered fins are frequently used on the air side of air conditioning evaporators and other heat exchangers to enhance the overall heat transfer rate. The louvers act to interrupt the air flow and create a series of thin boundary layers which have lower thermal resistance than the thick boundary layers on the plain fins.

Optimization of heat exchanger geometry may considerably improve energy savings in these systems. On the other hand, improved efficiency leads to reduced exchanger size, thus significantly reduces its manufacturing cost, and annual energy expenditures related to pumping. In this study, a numerical simulation of the air-side heat transfer and flow characteristics of the louvered fin-and-plate heat exchanger. The transferred heat and the pressure drops have been investigated.
2. Modeling
Louvered plate fins are frequently used on the air side of air conditioning evaporators and other heat exchangers to enhance the overall heat transfer rate. Figure 1 shows the overview of a multi-louvered plate heat exchanger. The following parameters are considered: louver angle, louver pitch and the number of louvers. Table 1 presents a list of all geometrical parameters used in calculations. The schematic diagram of the louvered fin-and-tube heat exchanger is shown in Fig. 1.

![Figure 1. Schematic of louvered fins-plate heat exchanger](image)

Table 1. Geometrical and working parameters of the evaporator of the air source heat pump

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fin thickness $F_t$</td>
<td>0.1 mm</td>
</tr>
<tr>
<td>Louver no.</td>
<td>6 - 8</td>
</tr>
<tr>
<td>Fin pitch $F_p$</td>
<td>2 mm</td>
</tr>
<tr>
<td>Louver pitch $L_p$</td>
<td>0.9 - 1.4 mm</td>
</tr>
<tr>
<td>Louver angle</td>
<td>10 - 70</td>
</tr>
<tr>
<td>Fin length $L$</td>
<td>36.6mm</td>
</tr>
<tr>
<td>Louver width $H$</td>
<td>6.53 mm</td>
</tr>
<tr>
<td>Inlet air velocity</td>
<td>2 - 8 m/s</td>
</tr>
</tbody>
</table>

A simple method of selecting the optimal geometry can be formulated as follows. The pressure drop is a function of the friction factor based on the fin surface condition and position. The power required to move the fluid across the bank is often a major operating expense and is directly proportional to the pressure drop. Overall efficiency of the heat exchanger can be expressed as a ratio of the pumping power to the transferred heat:

$$\eta = \frac{\dot{Q}_{air}}{P} = \frac{\rho c_p \Delta T}{\Delta P}$$  \hspace{1cm} (1)

3. Conclusions
A parametric variation of the geometry provides a map to find a desired configuration for which the heat transfer to the pressure drop ratio attains its maximum. Furthermore, for each louver blade number and air inlet velocity, a region with a local maximum of efficiency can be found. Among all considered geometry parameters, the louver angle of 16 degrees yields the maximum efficiency for all considered combinations of the flow rate and the louver pitch.

![Figure 2. Maximum efficiency as a function of frontal louver pitch for selected geometries.](image)
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Abstract The article presents experimental studies on a compact heat exchanger with heat transfer intensification by means of impinging microjets. The pursuit to provide high performance of heat exchangers is a response to the demand both in economics and in the universal tendency to miniaturization of industrial equipment. This paper presents the design and tests of a prototype, microjet heat exchanger. The modular design of the heat exchanger allows to change its geometrical dimensions, as well as changing the heat exchange membrane material. The study of heat transfer in water-water flow, allows to determine the heat transfer efficiency, the characteristics of heat transfer, and the heat transfer coefficient values.
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1. Introduction

Achieving the technological control on the microscale heat and energetic installations and making them high-efficient is the challenge of 21st century. This direction of development has been delineated by the general trend towards miniaturization and by the expected widespread. The main elements of such systems must be highly compact and highly efficient heat exchangers. Regarding to that fact one of the technical problems associated with the heat removal in refrigeration and air-conditioning is an installation of high-performance heat exchangers i.e. evaporator, condenser or regenerative heat exchanger. Striving to ensure high performance of these elements is today a source of universal trend both to the miniaturization of these devices for both industrial and domestic applications, while maintaining the highest possible size to thermal energy ratio. As is well known, in recuperators heat transfer coefficient have decisive influence their efficiency. Overall heat transfer coefficient depends mainly on the lower value of HTC from working media. It is therefore most significant to improve the heat transfer with special attention on the side of the medium with lower heat transfer coefficient.

The article presents experimental studies on a compact heat exchanger with heat transfer intensification by means of impinging microjets. The pursuit to provide high performance of heat exchangers is a response to the demand both in economics and in the universal tendency to miniaturization of industrial equipment. This paper presents the design and tests of a prototype, microjet heat exchanger. The modular design of the heat exchanger allows to change its geometrical dimensions, as well as changing the heat exchange membrane material. The study of heat transfer in water-water flow, allows to determine the heat transfer efficiency, the characteristics of heat transfer, and the heat transfer coefficient values.

2. Test setup

Present study shows results of steady state heat transfer experiments, conducted for single phase cooling in order to obtain working fluids temperatures and heat fluxes. It consisted of the heat exchanger, fluid supplying system, the measuring devices, constant temperature bath and chiller. Cold working fluid was fed by a pulsation free gear pump from a supply tank. Desired fluid flow rate was obtained by means of power inverter and flow control valve. Detailed view of heat exchanger module is
presented in Figure 1.

![Microjet Heat Exchanger Schematic](image)

**Fig. 1.** Schematic of microjet HX

In order to validate the applicability of experimental correlations to design and build microjet heat exchangers experimental results were compared to literature correlations for impinging jets heat transfer.

![Comparison Graph](image)

**Fig. 2.** Comparison between predicted and experimental average Nusselt numbers for 4x0.6mm geometry.

### 3. Conclusions

A prototype heat exchanger was built and tested. It incorporates very effective method of enhancing the heat transfer by means of impinging microjets. Modular configuration allows to carry out a series of tests with various working fluids, for both single phase and convective heat transfer and two phase boiling/condensation flow. The research allows the determination of the heat exchanger thermal performance, and to determine the usefulness of the intensification of heat exchange method in the refrigeration and air conditioning systems. Tested design has a great number of potential applications in a variety of machines and devices.

The Wilson plot method was successfully applied to determine the heat transfer coefficients in the laminar and transition flow regimes of a liquid-to-liquid heat exchanger. The heat exchanger is capable of exchanging 800W of thermal energy at LMTD of 60 K. The obtained overall heat transfer coefficient reaches over 10000 W/m²K.
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Abstract Paper presents experimental investigations of passive heat elements such as thermosyphons, in use in domestic building applications, as in sidewalk deicing fig. 1. Main goal of this article is to find the best working fluid to utilize low grade ground heat source, instead of high temperature heat source. The paper presents an experimental test rig which was constructed to carry out investigations of two phase thermosiphon with new generation of refrigerants as working fluids. Sample experimental results are presented. Experimental data for acetone and HFE7100 were gathered. Conducted experimental research, will be used to verify the applicability of the existing correlations describing heat transfer coefficient for two-phase thermosyphons.

Keywords: heat transfer intensification, effectiveness, minichannels, number of transfer unit, helical coil,

1. Introduction

For the past many years, two-phase passive heat transfer devices like heat pipes and thermosyphons have played an important role in a variety of engineering heat transfer systems, ranging from electronics thermal management to heat exchangers and reboilers. Currently available technologies for internally heating bridge decks consist primarily of three types of systems: electrical, hydronic, and heat pipe. In the electrical system, heat is produced by a current flow in an insulated metallic cable mounted within a bridge deck. Typically, the cable is laid out in a corrugated pattern to provide uniform heat distribution across the surface. The cable transfers heat to the surrounding material when it warms up due to the passage of an electrical current. These heating cables have been used on projects that comprise pavements, sidewalks etc.

Some research projects were conducted on using alternative energy sources to eliminate icing or frost on roadways and bridges. The heat is provided by GSHP in order to prevent icing on pavements and bridges. Some researchers studied the process of snow melting on pavements through solar collection by experiments and numerical simulation. Many researchers have performed extensive experimentation and numerical analysis on thermosyphon to study the thermal characteristics and performance of the thermosyphon system. Yang and Chang [1] conducted experimentation on reciprocating tilted thermosyphon. Rahimi et al. [2] studied the effect of the condenser and evaporator resurfacing on overall performance of the thermosyphon. It was found that making the evaporator more hydrophilic and condenser more hydrophobic, the thermal performance increased and thermal resistance decreased in comparison to conventional thermosyphon.

Literature review shows that not many studies in open literature carried out experiments improvement of two-phase thermosyphon by surfaces modifications

2. Test setup

The paper presents the investigation to find best suited surfaces wettability modification to improvement of two- phase thermosyphon. Authors shown their own experimental test rig, fig.1 which was constructed to carry out investigations of two phase thermosyphon with new generation of refrigerants as working fluids.
The considered element here is the heat pipe, having an internal diameter of 6 mm, the outer of 10 mm, made of stainless steel. The total length of the pipe is 2 m, but heat is supplied to the length of 0.5 m. There is also a 1 m long adiabatic section and cooling section over a length of 0.5 m. For the winter conditions temperature changes along with the depth, however, it is assumed that the temperature at the depth where the pipe is inserted (the part where heat is transferred) should range from 5°C to 8°C.

Fig. 2 shows the comparative results of transferred heat in thermosyphon with acetone HFE7100 and R365mfc. Lowest thermal performance obtained with HFE7100 as the working fluid. Similar results were obtained for R365mfc as a medium. Best performance was observed for acetone. In general, thermal performance slightly rises with rising source temperature.

3. Conclusions

A two-phase gravity assisted thermosyphon was designed, fabricated and tested with three refrigerants. Baseline thermal performance was obtained with HFE7100 as the working fluid. In general, it is observed that thermal performance slightly rises with rising source temperature. Maximum performance was observed for acetone while minimum was for HFE7100. Further investigations are needed in order to develop correlations to predict the heat transfer coefficients and performance of the thermosyphon.

REFERENCES


Heat transfer intensification in vertical shell-and-coil heat exchangers; exergy and NTU analysis

Rafal ANDRZEJCZYK 1*, Tomasz MUSZYNSKI 1.

* Corresponding author: Tel.: ++48 58 347-24-57; Fax: ++48fax: 58 347-28-16; Email: Rafal.Andrzejczyk@pg.gda.pl,
1: Gdansk University of Technology, Faculty of Mechanical Engineering, Department of Energy and Industrial Apparatus, Narutowicza 11/12, 80-233 Gdansk, Poland

Abstract In helical coil centrifugal force are acting on the moving fluid due to the curvature of the tube results in the development. It has been long recognized that the heat transfer in helical tube is much better than the straight ones because of the occurrence secondary fluid flow in planes normal to the main flow inside the helical structure. Helical tubes show great performance in heat transfer enhancement, while the uniform curvature of spiral structure is inconvenient in pipe installation in heat exchangers. Authors have presented their own construction of shell and tube heat exchanger with intensified heat transfer. The purpose of this article is to assess the influence of the surface modification over the performance coefficient and effectiveness. The experiments have been performed for the steady-state heat transfer. Experimental data points were gathered for both laminar and turbulent flow, both for co current and counter current flow arrangement. To find optimally heat transfer intensification on the shell-side authors used NTU analysis.

Keywords: heat transfer intensification, effectiveness, minichannels, number of transfer unit, helical coil, effectiveness of vertical helical coiled tube heat exchangers. The calculations have been performed for the steady-state and the experiments were conducted for both laminar and turbulent flow inside and outside the coil. In spite of numerical and experimental studies which have been carried on in relation to tube-side heat transfer coefficient, there are not many investigations on the shell-side heat transfer coefficient. Going through existing literature, it has been shown that there are a luck of investigations on the heat transfer coefficient of this kind of heat exchanger considering the different surfaces modifications. To find optimal heat transfer intensification on the shell-side authors used exergy and NTU analysis.

1. Introduction

Striving to ensure high performance of the heat exchangers, nowadays is a source of universal trend both to the miniaturization of these devices for both industrial and domestic applications, while maintaining the highest possible size to thermal energy ratio. As is well known, that in recuperators heat transfer coefficient have decisive influence on their efficiency. Overall heat transfer coefficient, depends mainly on the lower value of HTC from working media [1]. It is therefore most significant to improve the heat transfer with special attention on the side of the medium with lower heat transfer coefficient [2]. Helical coils are widely used in applications such as heat recovery systems, chemical processing, food processing, nuclear reactors, and high-temperature gas cooling reactors. Helical coils have been widely studied both experimentally [3] and numerically [4]. The purpose of this article is to assess the influence of the surface modification over the performance coefficient and modified...
and chiller. Cold working fluid was fed by a pulsation free gear pump from a supply tank. Desired fluid flow rate was obtained by means of power inverter and flow control valve. Detailed view of heat exchanger coil is presented in Figure 1.

In order to validate the applicability of experimental correlations to design and build microjet heat exchangers experimental results were compared to literature correlations for heat transfer.

3. Conclusions
Authors presented and successfully implemented, a simple mathematical methodology to model a shell and coil heat exchanger. In this paper, results show comparison between helically coiled heat exchanger with surface modification by means of microfins. During the experiments the mass flow rate in the inner tube and the annulus were both varied, both the counter and parallel flow configuration was tested. The experimental values of heat transfer coefficient have been obtained by the Wilson plots method.

It was observed that the overall heat transfer coefficient increases with increase in the inner-coiled tube Dean number for a constant flow rate in the annulus region. Similar trends in the variation of overall heat transfer coefficient were observed for different flow rates in the annulus region for a constant flow rate in the inner-coiled tube. It was shown that obtained average Nusselt numbers for the shell side have increased with surface modifications. The literature predictions for hydrodynamics and fully developed heat transfer were in good agreement with experimental results. The agreement with the numerical and experimental predictions of Nusselt number values was well within 30%.

As was expected based on presented above facts the heat exchanger with surface modification on average has larger effectiveness from all of considered constructions.
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Abstract This paper focuses on experimental investigation of asphaltene aggregation and deposition in a transparent T-shaped micro-channel. The dissolved asphaltenes from the crude oil are precipitated using N-heptane in the micro-channel at room temperature and standard atmospheric pressure. Asphaltene particles aggregate and deposit gradually on the surface of micro-channels. The growth of asphaltene deposits along the mixing line of crude oil and N-heptane is visualized. It is observed that asphaltene particles deposit in both longitudinal and transverse directions of the flow mixture. The dynamic of deposit front is studied for two flow rate ratios of crude oil and N-heptane. Obtained experimental results provide useful information on the behavior of asphaltene deposition and are helpful in developing and validating numerical models.
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1. Introduction
In the process of oil production, transportation and refinery, asphaltene deposition is a recurring problem, especially for wide utilization of enhanced oil recovery (EOR) technologies. Deposition of precipitated asphaltene particles can cause formation damage in reservoirs, blockage in wellbores or even problem in separators, pumps, pipelines, heat exchangers and other equipment [1]. Recently microfluidic experiments have provided precise control of fluid conditions and offered the opportunity to characterize the asphaltene deposition in microscale. With the decrease of channel dimensions, the interaction between asphaltene particles and channel walls become significant [2-5]. Over the last two decades, several experimental studies in microscale have been focused on characterizing asphaltene deposition in both stainless steel capillary tubes [6-10] and transparent glass capillary tubes or micro-channels [11-14]. These above experimental studies used flow visualization techniques to understand the asphaltene deposition process quantitatively at fully developed flow regions. Several predictive models were developed to estimate the amount of asphaltene deposit in micro-scale systems. However, the process of asphaltene aggregation and deposition at the inlet of micro-mixer devices remains unclear. Therefore, this study focuses on the asphaltene aggregation and deposition process at the mixing area of a T-shaped micro-channel where both crude oil and N-heptane are interacting. In a transparent T-shaped micro-channel, the mixing area is visualized and asphaltene aggregation and deposition is quantified.

2. Experimental Setup
The experimental setup consists of a T-shaped micro-channel (Figure 1), a dual-drive syringe pump having two glass syringes, a collection tank and a microscope for flow visualization.

Figure 1: Transparent T-shaped microchannel

The horizontal T-shaped micro-channel has the depth of 20 μm. The syringe pump (Cole-Parmer with 106.6 mL/min maximum flow rate) is used to generate a mixing working fluid flowing at a designed flow rate. Both fluids (Crude oil and N-heptane) were injected
in the test section and mixed at a T-Junction area. The ratio of working fluids including crude oil and N-heptane is controlled by flow rates via the syringe pump. The temperature of the working fluids is at a constant temperature of 21°C.

3. Results
Experiments in terms of different flow rate ratios of crude oil and N-heptane were conducted. The flow rate ratios (crude oil:N-heptane) in these experiments were 1:9 and 2:8 respectively. The dynamic of asphaltene aggregation and deposition front is studied during 60 minutes with images recorded every 2 minutes (Figure 2). It is observed that asphaltene aggregates and deposits in x-direction at the interface between crude oil and N-Heptane. For a constant flowrate ratio of crude oil and N-heptane, asphaltene aggregates and deposits also in y-direction (perpendicular to the flow direction).

![Figure 2: Asphaltene deposition at the T-Junction](image)

For both flow rate ratios, the region of asphaltene deposit in y-direction is measured every 2 minutes and reported in figure 3. After 60 minutes, asphaltene deposits in y direction increase up to 1.2 mm for both conditions, covering approximately 60% of the micro-channel. The slopes of the curve representing the velocity of deposit front is approximately 0.02 mm/min.

![Figure 3: Thickness of asphaltene deposit area vs time.](image)

4. Conclusions
In this study, experimental investigations of asphaltene deposition were carried out in the laboratory conditions using transparent T-shaped micro-channels. N-heptane induced asphaltene precipitation and subsequent deposition were obtained and quantified based on image processing method. The effect of flow rate ratio of crude oil and n-heptane is studied. It was observed that the result using ratio of 1:9 (crude oil to n-C7) is similar to that using 2:8 ratio. In the 60 minutes asphaltene deposits in y direction increase up to 1.2 mm for both conditions, covering approximately 60% of the micro-channel. Future work will be focused on the influence of type mixing geometry (Y-shaped) and type of crude oil on the dynamic of asphaltene front deposition.
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Abstract Stable nanofluids were prepared by dispersing carbon nanotubes (MWCNT) functionalized in water without the addition of any surfactant and the viscosity and thermal conductivity properties investigated experimentally. The nanofluids were produced by the two-step method with volumetric concentrations of 0.02% to 0.2% by dispersion of nanoparticles previously functionalized by acid treatment. The characterization was done by X-ray diffraction (XRD) and high-resolution transmission electron microscopy (TEM). The thermal conductivity and viscosity are measured in the 20-50°C range. The results indicated an increase in thermal conductivity, and the positive addition of these nanoparticles in water for producing nanofluids. Moreover, functionalization by acid treatment facilitated the water dispersion stability improves long-term nanofluids.
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1. Introduction

Nanofluids are colloidal dispersions of nanoparticles in a host fluid and plays a crucial role in the development of new technologies, which could be applied in many industrial areas. However, development of heat transfer fluids with improved thermal conductivity has become more and more critical to the performance of energy systems [1].

Nanofluids offer stable dispersions for long periods and exhibit a greater thermal conductivity than that of the host fluid [2]. The big challenge of synthesis stable nanofluids is to prevent sedimentation of nanoparticles while keeping their size and optimal concentration in the base liquid. For this, ultrasonic agitation and/or mechanical stirring are the widely used techniques for breaking the large agglomerates into smaller pieces, and to ensure good dispersion of particles in the liquid.

Multi-walled carbon nanotubes (MWCNTs) have attracted substantial interest since 1991 due to their unique [3]. To enhance or change the properties of MWCNTs, nanotubes have been treated using different methods, like acid functionalizing, coating, doping or filling pristine nanotubes, thereby obtaining a so-called nanohybrid [4].

In this work, we investigated the thermal performance such as thermal conductivity of nanofluids MWCNT-COOH and dynamic viscosity. The characterization of carbon nanotubes was take by scanning electron microscope (SEM) and X-ray diffraction (XRD).

2. Experimental methodology

2.1 Functionalization acid

MWCNTs with diameters of 8-15 nm, length 10-50 micrometers 95% purity, 230 m²/g of specific surface area were bought of Nanostructured & Amorphous Materials Inc. Nitric and sulfuric acids were obtained from Synth. In a mixture of 3: 1 (H₂SO₄/HNO₃) were added 15 g of MWCNTs. This mixture was under agitation magnetic for about 16h. Then the nanotubes were washed with deionized water until the pH~7.

2.2 Preparation of the nanofluid and characterization

The nanofluids were prepared by two-step method is homogenized in a high-pressure
homogenizer for 30 minutes at 400 bar. Nanofluids were produced MWCNT-COOH in distilled water in volumetric concentrations of 0.02%, 0.08%, 0.1% and 0.2%. The characterization of MWCNTs-COOH was made by XRD and TEM images. Therefore, we have done the thermal conductivity measurements and viscosity dynamic for these nanofluids.

3. Results and discussion

Fig. 1 shows the patterns of X-ray diffraction (XRD) to the pure MWCNT and after acid functionalization. For the analysis of the diffraction patterns, it is possible to observe a difference in the peaks, which indicates the functionalization.

Fig. 1. XRD patterns for pure MWCNT and after acid functionalization.

Fig. 2 shows images of the MWCNTs. Is possible to observe the nanoparticles dimensions and the shape.

Fig. 2. Nanoparticle images obtained through transmission electron microscope (TEM).

Dynamic viscosity measurements were performed for temperature of 20-50 °C. Fig. 3 shows the relative viscosity values measured for different temperatures. We observed viscosity increase with increasing volume fraction of nanoparticles, and this is in agreement with the literature.

Fig. 3. Relative viscosity for different temperature and volumetric concentration.

Fig. 4 shows the relative values of thermal conductivity, being observed an increase with respect to pure water.

Fig. 4. Relative thermal conductivity for different temperature and volumetric concentration.

4. Conclusion

The acid functionalization was effective and allowed the synthesis of stable nanofluids with an increase in thermal conductivity with increasing volume fraction without increasing considerably the viscosity.

References


Study of the phase separation effect in capillary-size micro-channels

Adlan MERLO 2,1*, Paul DURU 1,2, Sylvie LORTHOIS 2,1

* Corresponding author: adlan.merlo@imft.fr
1 Université de Toulouse; INPT, UPS; IMFT (Institut de Mécanique des Fluides de Toulouse), France
2 CNRS; IMFT; Toulouse, France

Abstract

It has been known for more than 50 years that the distribution of red blood cells (RBCs) in microvessel networks is highly heterogeneous. Yet, the phase separation effect (PS), i.e the non-proportional distribution of RBCs between the two daughter branches of a simple divergent bifurcation, is still poorly understood especially when RBC concentration (tube hematocrit) reaches high values (> 20%) and when vessel diameter is close to that of RBCs (~8 µm), as often encountered in microcirculation. The most commonly used PS law has been empirically derived in vivo by Pries et al. [1] but its validity has been recently questioned [2]. Therefore, experimental data obtained in controlled conditions are needed. We have designed squared micro-channel bifurcations, with side ranging from 5 to 20 microns, and adapted the injection geometry. Associated to a new method for the measurement of high tube hematocrit values, this allows for an in vitro systematic investigation of the parameters influencing the PS (tube hematocrit, confinement, bifurcation geometry). Our results are compared with Pries’ PS law.
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1. Introduction

RBCs carry oxygen throughout the whole body. Exchanges with the tissues take place mainly in networks of capillary or slightly larger vessels, which diameters are comprised between ~3 µm and ~20 µm. At rest, RBCs have a biconcave shape of ~8 µm in diameter and a thickness of ~2 µm. They are able to deform enough to squeeze into the tiniest capillaries. Capillary vessels form dense, complex 3D networks [3]. RBC distribution within these structures exhibits strong spatio-temporal heterogeneities [4,5]. To better understand that behavior, one needs to understand what happens in the simplest component of a network: one simple divergent bifurcation. RBCs split in a non-proportional fashion between the two daughter branches, with respect to total flow fractionation [1]. This phenomenon, called phase separation (PS), is influenced by numerous parameters: RBC to mother branch diameter ratio, daughters to mother diameter ratio, daughters to mother branch flow rate ratio, concentration of RBCs (tube hematocrit) in the mother branch, and the hematocrit profile within this branch [1]. Yet, no study of the PS has been conducted in such small vessels, in controlled conditions, as pointed out in recent numerical works investigating the distribution of RBCs in realistic or simplified microvascular networks [2,5]. Therefore our aim is to provide reference in vitro experimental data of PS in channels of diameters close to that of the RBCs.

2. Material and Methods

2.1 RBCs suspensions and microfluidic chips

RBCs are centrifugated from whole human blood, washed and suspended in a density-matching solution [6].

Microfluidic chips are fabricated by multiple mask soft lithography, resulting in squared cross-sections of 5, 10 or 20 microns for the channels in the bifurcation, with an improved injection geometry. The chips are composed of a PDMS matrix bounded on a glass slide for microscopic observation and channels enclosure. Different pressure values are imposed at inlet and outlets, thus enabling
to control the flow rate partition between both daughter branches, with a good stability over long periods of time (~45min) and for a wide range of tube hematocrits (~1.5 to ~30%).

2.2 Tube hematocrit and velocity profiles

When a dilute suspension of RBCs flows in a channel, one can count them to obtain a mean hematocrit value. However, this gives no information about the hematocrit profile and it is most often impossible to proceed that way as hematocrit increases. Studies have taken advantage of the Beer-Lambert law [7]. To implement this method, a rigorous and tedious calibration is needed [7]. We have developed a simpler calibration using glass chambers with calibrated thickness of 10 and 20 microns (Leja slides). The idea is to relate the precisely known hematocrit of a prepared RBC suspension to the mean temporal attenuation of light in the depth of the chamber over a group of pixels. For that purpose, a drop of ~2µl is put at the entrance of the chamber which immediately fills by capillarity. After filling, due to lateral migration in the depth of the chamber, RBC distribution is not uniform throughout the chamber. Being of weakly inertial nature, this effect has been counteracted by partially filling its outlet with viscous oil prior to injection. As a consequence, the filling speed was tremendously lowered, allowing to achieve the uniform RBC distribution needed to perform calibration. We found a linear relation between hematocrit and light intensity reduction, up to a plateau value. The linear coefficient is proportional to the chamber depth. Calibration was performed with the same microscope and objectives as the ones used for the PS study in micro-channels.

Velocity profiles have been obtained using the dual slit method [6]. This method, based on temporal correlation between grey levels profiles across the channel, yields the maximal velocity profile of the RBCs, when implemented as shown in [6].

3. Results

To validate the above methods, we quantified the apparent deviation to mass conservation due to experimental uncertainties and demonstrated values below 15% for all our experimental conditions. Figure 1 displays the results obtained in a symmetric T-shaped bifurcation, with three branches of equal side length (10µm), for dilute (1.5%) and concentrated (25%) suspensions. As in [1], the RBC flow fraction entering one of the daughter branches is plotted against the total blood flow fraction entering that branch. The results obtained are consistent with Pries' PS law when the parameters are rescaled to take into account the difference in size between human and rat RBCs [3]. A systematic analysis of the influence of hematocrit, absolute flow rate in the inlet branch and bifurcation geometry on the parameters of this law is under progress.
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Fig. 1. PS in a 10µm symmetric T-shaped bifurcation. Mean tube hematocrit in mother branch: ~1.5% (red) ~25% (blue). Error-bars : apparent deviation to mass conservation (not shown in red for clarity). Continuous lines: least-squares fits to Pries' PS law. Discontinuous line : Prediction from Pries PS in 10 µm-diameter vessels in the limit of small hematocrits.
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Abstract Particle manipulation in microfluidic channels is an important problem since it is the basis of many microfluidics technologies for biomedical applications. Particle manipulation can accomplished by means of many different techniques such as hydrodynamic, electrokinetic, magnetic and etc. Hydrodynamic techniques are the most promising ones among them since it just uses the flow field which leads to a passive manipulation without any need for additional equipment. Particle separation based inertial microfluidics is a passive manipulation procedure which has many advantages such as high throughput, simple structure, label free and so forth. In the present study, the particles equilibrium focusing has been investigated for a spiral microchannel using force balance integration method. Particles with different sizes and initial positions has been released and the equilibrium position has been obtained for each particle using different.
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1. Introduction
Microfluidic field has most often connected to the assumption for the negligible inertia. This assumption occurs when the Reynolds number is very small. In this case, the Stokes equation is the governing equation for the system. For the microfluidic systems with high flow velocity, the Reynolds number is not small and thus neglecting inertia effects is no longer correct. Inertial microfluidics is a subclass of hydrodynamic-based manipulation techniques in which the manipulation of the particles achieved using the finite Reynolds number (1-100) nature of the flow field. Particles in inertial microfluidics experience an inertial lift force which consists of four forces: Magnus force [1], Saffman force, wall-induced lift force and shear gradient lift force. Sum of all these four forces is considered as the net inertial lift force. There are some studies for the net inertial lift forces in literature [2-4]. One of the most important application of inertial microfluidic and inertial migration is the particle manipulation and separation [5]. Straight and curved microchannels has been widely exploited for bio-particle separation [6-9]. Spiral microchannel is of significant interest due to its great capability in particle separation. For this purpose, many studies has been done to assess the efficiency of spiral microchannel both experimentally and numerically [9],[10]. Typically, the design of the inertial microfluidic platform is performed by the flow field simulations. A rigorous modeling of the particle motion is a key point to further improve the performance of inertial microfluidic devices. In this study, a point particle approach is implemented for the prediction of the performance of an inertial microfluidics based devices. The main purpose of the present study is to implement and compare different models available in the literature for the net inertial lift force acting on the particle in a spiral microchannel. The flow field was simulated using COMSOL Multiphysics software and the force balance integration was performed using the MATLAB link of the COMSOL.

2. Formulation and Force Elements
The Newton's second law was implemented to track the particles using force elements acting
on the particles. For a spiral channel, the Newton's second law can be written as:

\[ u_{pr}^{k+1} = u_{pr}^k + \frac{1}{M_p} \sum_r F_{pr}^k \Delta t \]  

\[ u_{p\theta}^{k+1} = u_{p\theta}^k + \frac{1}{M_p} \sum_{\theta} F_{p\theta}^k \Delta t \]  

\[ u_{pz}^{k+1} = u_{pz}^k + \frac{1}{M_p} \sum_z F_{pz}^k \Delta t \]  

where the superscript \( k+1 \) shows the values at the next step. Similarly, the forces can be expressed as:

\[ F_D = \frac{1}{2} \pi R_p^2 C_D \rho_f (u_f - u_p)^2 \]  

\[ F_L = \frac{\rho_f U_{max}^2 D_p^4}{D_h^2} C_L(r, z) \]  

where the \( u_p, F_D, F_L, C_D, C_L \) and \( M_p \) are particle velocity, drag force, lift force, drag coefficient, lift coefficient and particle's mass respectively. Drag coefficient is taken from [11] and lift force from [2-4]. Asmolov [2] obtained the net inertial lift force on a spherical particle in a two dimensional poiseuille flow for Reynolds numbers up to 1500. Hood [3-4] used a numerical asymptotic method to calculate the net inertial lift force and lateral velocity of spherical particles in 3 dimensional poiseuille flow both in square and rectangular channel with aspect ratio of 2.

3. Results and Discussion

Formulation first was verified for microchannel with square and rectangular (AR=2) cross section both for straight and spiral shapes (figs 1 and 2). Finally, the simulation was performed for the spiral channel of our interest with rectangular cross section with width and height of 600 and 70 \( \mu \)m respectively. Particles with size of 8 and 16 \( \mu \)m were considered. The hollow circles, solid circles and dashed lines show the initial position, equilibrium position and trajectories of particles. Volumetric flow rate of 24 ml/h and zero gauge pressure were assigned for the inlet and outlet respectively. In figure 2, lift force was taken from straight channel with the same aspect ratio. In figure 2, which is the rectangle of AR=9, there is not any data available in the literature for the lift force and the lift force in straight channel of AR=2 was used. A stretch was made for the data to fit the
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Abstract In this paper the mechanism of the formation of water droplets in silicone oil within commercial micro cross-junctions is investigated experimentally. By varying the inlet flow rate of both fluids, the breakup of the water droplets in silicone oil (W/O) is investigated and compared for two different geometries of the cross-junction in order to highlight the role of the channel geometry on the droplet production. The images of the droplets have been obtained via a high-speed camera, connected to an inverted microscope. The procedure of water phase contour detection is based on Matlab Image Toolbox scripts.
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1. Introduction

In the last years, several microdevices have been developed for the production of droplets and emulsions, which have a large use in many fields, especially in the field of drug delivery [1-2]. Cross-junction droplet generators are examples of flow-focusing devices, widely used for droplet-based microreactors and chemical synthesis. Based on the experimental observations collected in the last years, a complete control over the two-phase flow behavior, by these devices, requires a detailed understanding of the bubble or droplet formation mechanisms. In this work, two different cross-sections (Dolomite Microfluidics Co.) obtained as intersection of two stadium-shaped glass microchannels, have been studied in order to check the influence of the geometry of the junction on the droplet characteristics. The cross-junction #1, shown in Figure 1a, is characterized by a cross section restriction at the junction in which the width of the channel goes from \( W_w = 300 \mu m \) down to \( W_j = 105 \mu m \). The restriction ratio which can be defined as the ratio of these two parameters \( R = W_j / W_w \) is equal to 0.35. The height of the channels \( (H) \) is equal to 100 \( \mu m \). The aspect ratio, i.e. the ratio between the channel height and width, is equal to \( A_j = 0.95 \) at the junction and \( A_w = 0.33 \) out of the junction region. The cross-junction #2, shown in Figure 1b, has a width \( W_j = 195 \mu m \) at the junction and a width \( W_w = 390 \mu m \) out of it; the height of the channels is equal to 190 \( \mu m \). For the cross-junction #2 the restriction ratio is equal to \( R = 0.5 \) while the channel aspect ratio is equal to \( A_j = 0.97 \) and \( A_w = 0.49 \).

In the experimental tests, the de-ionized water is used as the dispersed phase and silicone oil, \( (\nu = 20 \text{ cSt and } \rho = 0.95 \text{ g/ml (Sigma-Aldrich))} \) as the continuous phase. The experimental setup is based on an inverted microscope illuminated from the bottom and top of the microdevice. In order to acquire the images, the microscope is connected to a high-speed camera. During the experimental tests, the flow rates of the dispersed \( (Q_d) \) and continuous \( (Q_c) \) phases have been changed to observe the effect of the flow rate ratio \( (\alpha = Q_d / Q_c) \) ranging between 0.1 and 0.5; for each fixed value of \( \alpha \), different tests characterized by a Capillary number linked to the continuous phase \( (Ca_c) \) ranging...
between 0.004 up to 0.01 have been conducted. The acquired images have been post-processed to follow the evolution of the water droplet interface within the cross-junction by using a series of Matlab Image Toolbox [3].

2. Results

Figure 2 confirms that the quality of the typical images is very good, as underlined by the well-defined contours of the water droplets and of the channel walls.

In order to compare the effect of the geometry of the two cross junctions on the water droplet size, in Figure 3 the droplet interface position obtained by using both the cross-junctions is figured for the same value of $\alpha$ (=0.40) and $Ca_c$ (=0.004); the displacement of the droplet during a time interval ($\Delta t$) of 0.002 s is shown.

It is clear that the generated water droplets are characterized by a very different diameter. By defining the mean diameter of the water droplet as $D = \sqrt{D_h D_v}$, with $D_h$ and $D_v$ being the horizontal and vertical diameters, a non-dimensional diameter of the droplet can be introduced as $D^* = D/H$. In Figures 4 and 5 the trend of $D^*$ is given as a function of $\alpha$ for values of $Ca_c$ ranging between 0.004 and 0.01. It is obvious that the results obtained for the cross-junction #2 tend to be in a good agreement with the scaling law ($D^* = \varepsilon + \alpha \omega$) [4] for the squeezing regime. On the contrary, for the cross-junction #1 some discrepancy can be seen, especially for low $Ca_c$ ($<0.006$).

This observation is corroborated by Figure 5 where a non-monotonic trend of $D^*$ as a function of $Ca_c$ (in disagreement with the scaling laws) is demonstrated for the cross-junction #1 for all the values of $\alpha$ when $Ca_c$ is reduced.

It may be easily understood that it is impossible to use the same scaling law for the both cross-junctions, which confirms the fundamental role of the geometry on the droplet formation and its influence on the droplet features can be accounted for by changing the coefficients used in the scaling law. However, more experimental data are needed in order to clarify this aspect.
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Mixing is often enhanced in the presence of three-dimensional (3D) flow structures such as vortices. In micro scales the initiation of such 3D microstructures is often suppressed because of the low Reynolds number inherent to micro scale flows. Passive, omega-shaped serpentine micromixers have the potential to induce three-dimensional rotating flow structures around sharp corners and thereby enhance mixing efficiency.

Experiments are performed on the flow through an omega micromixer in order to check the presence of micro scale vortices. The microchannel features a simple Omega shape with several 90-degree corners (Fig. 1). The channel height and width is 1mm, which is rather large compared to what can be achieved with current micro-manufacturing techniques. This is intentional in order to perform measurements at different channel depths and construct the time-averaged 3D flow field in the future campaigns. In the current study results from a single measurement plane (center-plane) is reported.

Stereoscopic MicroPIV technique [1,2] has received increased attention recently, as it can provide the necessary multiple-component velocity information in micromixers in micron scale resolution. Experiments are performed to measure all three velocity components in the middle plane of the microchannel, at the sharp corners. The experimental setup includes a Leica fluorescence stereomicroscope, 2x PlanApochromatic common main objective, a custom-built micro image calibration kit (Fig. 2), laser and LED illumination, and a checkerboard calibration plate (Fig. 3). The selected microscope and objective configuration can produce a stereoscopic half-angle of ~23 degrees in water (full angles 46 degrees), and this means that the uncertainty of the off-axis velocity component is expected as 2.4 times that of the in axis velocity components [3].

Stereoscopic image calibration in a microchannel is simply difficult, if not impossible. In order to achieve an accurate representation of the object space in 3D, a dedicated image calibration kit is used, which consists of a checkerboard calibration target, a calibration pool and a microstage to traverse the target in the calibration pool. The cover glass of the calibration pool and of the microchannel are the same material simulating similar optical conditions during calibration and measurements. The calibration target includes two checkerboard patterns for 1mm and 0.5mm object size. The larger pattern is used to match the channel dimension. Carefully placed circular markers allow an unambiguous definition of the planar coordinate axes. During calibration, a pulsed mono-chromatic LED device is used for illumination, which proves useful in obtaining calibration images with good contrast. The calibration is performed (i) by imaging the checkerboard pattern in known positions within the depth of field (ii) by computing mapping function for the 3D space using a 3rd order polynomial function used by Soloff et al [4] and (iii) by performing calibration refinement. The depth of field is adjusted by closing the aperture of the zoom optics of the stereomicroscope.
A depth calibration is also performed for accurate positioning of the measurement plane in the microchannel. The depth calibration, stereoscopic calibration and experiments are performed at 5x system magnification, which resulted in a Field of View of 3mm x 3mm. During depth calibration and measurements the aperture was fully open producing a 16µm field depth (important for depth calibration) and 99µm correlation depth (important for experiments). During calibration the iris diaphragm was only 2/3 open, producing a field depth of 32µm. Five calibration images were used at h=400µm, 450µm, 500µm, 550µm and 600µm. The average reprojection error for left and right cameras were found as <0.2pixels.

A high precision syringe pump with a linear step resolution of 12 nm is used to deliver the distilled water seeded with 1µm-diameter Nile-red fluorescent particles. The flow rate accuracy and reproducibility are given as ±0.35% and ±0.05% respectively. The syringe pump can drive two syringes simultaneously and the flow rate is adjustable between 1.6 pl/min to 300 ml/min using different syringe sizes. High quality airtight glass syringes are used to generate a smooth flow during the measurements. A flow rate of 15ml/min produced an expected average velocity of 250mm/s. \((Re = 250)\)

During measurements, pulsed illumination at 532nm from a 60mJ/pulse dual-cavity Nd:YAG laser is delivered to the microscope using a liquid light guide and imaging is performed using two FlowSenseEO 4Mpix PIV cameras. Planar three component velocity measurements are computed by combining the 2D2C velocity field information from each camera, and refined image calibration information. Contrast of raw particle images was enhanced by performing a background subtraction using minimum pixel value found in the ensemble. An ensemble masking technique is also applied.

It was challenging to find intricate flow details when the complicated flow field was observed using the 2D viewer. 3D views of the results indicate that micro-vortex systems are present close to the corners of the omega-micromixer (Fig. 4). These small-scale vortices are only recognizable using a 3D viewer and from a particular angle.

![Figure 4](image) A vortex observed close to one of the sharp corners in the simple omega-micromixer. Colors indicate the magnitude of the velocity vector.
Accurate and Inexpensive Thermal Time-of-Flight Sensor for Measuring Refrigerant Flow in Minichannels

Allison J. MAHVI 1,*, Bachir EL FIL 1, Srinivas GARIMELLA 1,*

* Corresponding author: Tel.: +1 404 894 7479; Fax: +1 404 894 8496; Email: sgarimella@gatech.edu
1 Sustainable Thermal Systems Laboratory, Georgia Institute of Technology, Atlanta, USA

Abstract A new thermal time-of-flight sensor is developed to measure the flow rate of subcooled refrigerant in minichannels. The flow meter measures refrigerant velocities using a small heater and two downstream thermocouples. The heater is pulsed to achieve a temperature rise in the fluid, with the time for the temperature fluctuation to reach the downstream thermocouples recorded. The design of the flow meter and its experimentally validated uncertainties are presented. Additionally, the results are compared with predictions of an analytical model.
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1. Introduction

In recent years, there has been considerable interest in developing sensors that can accurately measure flow rates in mini- and micro-channels for applications such as compact heat exchangers and lab on a chip (LOC) devices. Thermal flow meters are inexpensive and can be arranged in compact configurations, making them a good candidate for minichannel applications.

This paper discusses the development of a thermal time-of-flight sensor designed to measure flow rates of subcooled refrigerants in minichannels. This work focuses on flow rates commonly seen in heat exchangers with 1-mm diameter channels.

2. Novel Flow Meter Design

The flow meter proposed in this study consists of a small heater and two downstream thermocouples. The heater is a 100 Ohm film resistor connected to a variable power supply through a MOSFET that can be turned on and off using a control system developed in LabVIEW 2014. The components are mounted inside a 4.83-mm diameter channel. The flow meter is activated by supplying between 16 and 24 volts to the heater for one second. The heater locally increases the temperature of the surrounding fluid, which is then transported downstream with the flow. The flow rate is determined by measuring the time lag between the heater pulse and the peak temperature rise at the downstream thermocouples.

3. Experimental Approach

A test facility was constructed to measure refrigerant flow rates through a 1-mm diameter channel. The facility circulates R134a and measures the flow rate with the proposed thermal flow meter and a high-accuracy Coriolis flow meter. Data are collected for refrigerant mass fluxes in the minichannel between 29.1 and 583 kg m$^{-2}$ s$^{-1}$, corresponding to velocities in the flow meter between 1 and 20 mm s$^{-1}$.

The flow meter was calibrated by collecting 50 repeated data points at velocities between 1 and 20 mm s$^{-1}$ at intervals of 1 mm s$^{-1}$. The time differences between when the heater was turned on and when the maximum temperature was detected by the thermocouples were recorded and averaged. The calibration results are shown in Figure 1. The calibration data were used to calculate the fluid velocity for all subsequent data sets using logarithmic interpolation.
4. Analytical Model

An analytical model was developed for the proposed flow sensor using the one-dimensional advection diffusion equation shown in Equation 1.

\[ \frac{\partial T}{\partial t} + U \frac{\partial T}{\partial x} = \alpha \frac{\partial^2 T}{\partial x^2} \]  

(1)

This partial differential equation was transformed using Equation 2 to obtain a governing equation in the form of the diffusion equation, as suggested by Mojtabi and Deville [1].

\[ T(x,t) = y(x,t) \cdot \exp \left[ \frac{U}{2\alpha} x - \frac{U^2}{4\alpha} t \right] \]  

(2)

The simplified governing equation was solved using the Laplace Transform method.

5. Results and Discussion

Three data sets were collected to validate the operation of the proposed flow meter. After steady state was achieved, ten consecutive measurements were taken at each velocity using the thermal flow meter. The control system recorded the time at which the peak temperature occurred for each thermocouple and averaged the results over the ten measurements. The velocity results from the three runs are shown in Figure 2. The flow meter was able to measure 93.3% of the collected data within ±5%, with an absolute average deviation (ADD) of 1.96%.

The results from the analytical model were also compared with the calibration data set. The model was able to predict the time at which the peak temperature occurred with an ADD of 8.14%.

6. Conclusion

A new thermal time-of-flight sensor was developed to measure flow rates common in minichannel heat exchangers. The flow rate of R134a was experimentally measured using a high-accuracy Coriolis flow meter and the proposed sensor. The thermal flow meter was calibrated and additional data sets were collected to verify its operation. The sensor was able to measure 93.3% of the collected data within ±5%. Additionally, a closed-form analytical solution was developed, which can be used to optimize the thermal flow meter in future design iterations. The model can predict the flow meter performance with an ADD of 8.14%.
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Abstract A multi-regime pressure drop model for condensing fluids in small diameter channels is presented. Pressure drop measurements were conducted on condensing R404A in circular channels (D = 0.508, 1.00, 3.05 mm) over the entire quality range. Saturation temperatures were varied from 30 to 60°C, and mass fluxes from 200 to 800 kg m⁻² s⁻¹, to evaluate their effect on pressure drop. The saturation temperatures investigated here correspond to reduced pressures of 0.38 < Pᵣ < 0.77. The pressure drop models are developed using a microchannel flow regime map [1] and the void fraction models presented by the authors in previous work [2]. The resulting model predicts 85.5% of the data within ±25%.
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1. Introduction

Pressure drop in two-phase flow through macrochannels has been extensively studied for several fluids, including refrigerants. Although many classical correlations are widely used for macrochannels, their predictive abilities are often poor when extrapolated for use in smaller diameter channels. In recent years, some research has focused on the effects of tube diameter on two-phase pressure drop. This work includes models that make modifications to classical correlations [3] and multi-regime models that pay special attention to the liquid-vapor interactions in each regime [4].

2. Experimental Approach

Two separate experimental facilities, one for large (D = 3.05 mm), and one for small (D = 0.508 and 1.00 mm) channels, were used to obtain pressure drop measurements for refrigerant R404A over a range of mass fluxes and saturations temperatures. The test section in both facilities was a counter-flow tube-in-tube condenser. The test section coolant flow rate is controlled to achieve a change in quality of ~0.15 across the test section.

3. Pressure Drop Model

The pressure drop model developed here is a multi-regime, semi-mechanistic model that requires prediction of the flow regime and void fraction. The Nema et al. [1] flow regime map is used to determine the appropriate pressure drop formulation. The majority of the data collected in this study are predicted to be in the annular or wavy flow regimes, with a few data points collected in the intermittent regime.

3.1 Annular and Wavy Regime

The annular regime was observed to have a liquid film around the entire circumference of the tube and a fast moving vapor core. An important parameter affecting pressure drop is interfacial shear, which is taken into account in this model through the interfacial friction factor concept used by Garimella et al. [4]. The interfacial friction factor (f_i) for the annular flow regime was found to depend on the Martinelli parameter, liquid Reynolds number, liquid Capillary number, void fraction and density ratio, as shown in Equation 1.

\[
\frac{f_i}{f_1} = A \cdot X^b \cdot Re_{in}^{e} \cdot \left( \frac{Ca}{1 - \alpha} \right)^d \left( \frac{\rho_l}{\rho_v} \right)^c
\] (1)

The coefficients in the equation depend on whether the liquid film is laminar or turbulent. For laminar liquid films, A = 0.0007, b = 0.48,
c = 0.91, d = -0.258, and e = 0.1, while for turbulent liquid films, A = 1.72, b = 0.43, c = 0.164, d = 0.07, and e = 0.5.

For the wavy flow regime, in which there is a significant stratified liquid pool, gravitation forces are dominant compared to surface wave dampening. In this case, the modified Froude number replaces the capillary number. The resulting interfacial friction factor for wavy flows is shown in Equation 2.

\[
\frac{f_i}{f_v} = A \cdot X^b \cdot \frac{\text{Re}_{\text{lv}}^c}{\text{Fr}_{\text{mod}}^d} \left( \frac{\rho_l}{\rho_v} \right)^e
\]

For laminar liquid films, A = 0.0001, b = 0.477, c = 1.057, d = 0.064, and e = 0.6717, while for turbulent liquid films, A = 1.634, b = 0.49, c = -0.2, d = -0.039, and e = 0.614.

3.2 Intermittent Regime

The pressure drop in the intermittent regime is modeled by dividing the two-phase flow into two distinct regions: a film/bubble and a liquid slug region. The pressure drop is modeled for a unit cell consisting of a single vapor bubble and liquid slug. The total pressure drop within a unit cell is due to the sum of the pressure drop in the film-vapor bubble region, the liquid slug, and the transitions between the film/bubble and slug region.

In the present study, only four out of all of the data points were predicted by the Nema et al. [1] flow regime map to be in the intermittent regime. It was found that using a model specific to the intermittent flow regime for predicting pressure drop instead of using the annular/wavy model described above yields only a small improvement in accuracy. The marginal improvement in accuracy therefore does not warrant the added complexity of an additional, dedicated intermittent flow model.

3.3 Summary of Predictions

The pressure drop predictions using the models described above are compared with the measured values in Figure 1. The model is able to predict values and trends of the pressure drop for each tube diameter and saturation temperature well, with 85.5% of the data predicted within ±25% and an absolute average deviation of 12.7%.

4. Conclusion

A comprehensive, multi-regime pressure drop model for condensing refrigerant R404A through circular tubes with diameters ranging from 0.508 to 3.048 mm over a wide range of reduced pressures (0.34 < P< 0.77) was developed. The pressure drop model was based on the previous framework of Garimella et al. [4]. The model was in good agreement with the data and predicts 85.5% of the data within ±25%.
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Abstract A multi-regime heat transfer model for condensing refrigerants in microchannels is presented. Heat transfer coefficients were measured during condensation of R404A in circular channels (D = 0.86, 1.55, 3.05 mm) over the entire quality range. The saturation temperature was varied from 30 to 60°C, and mass flux from 200 to 800 kg m\(^{-2}\) s\(^{-1}\), to evaluate their effects on condensation heat transfer coefficient. The heat transfer model is developed using the Nema et al. [1] flow regime map and the void fraction model presented by the authors in previous work [2]. The resulting model predicts 93.6% of the data within ±25%. Data from condensing ammonia [3] and carbon dioxide [4] are also compared with the model predictions. The model exhibited good agreement with these data also, predicting 84.8% and 97% of the data within ±25%, respectively.
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1. Introduction

It is well known that flow mechanisms affect heat transfer during condensation. Several studies have investigated the characteristics of condensation heat transfer in macrochannels (D\(_h\) > 3 mm), but studies for condensation in smaller diameter mini- and microchannels have lagged behind.

This paper builds upon the results from related work by the authors on flow regimes, void fractions, and pressure drop during condensation of R404A in small diameter tubes at high reduced pressures, and presents a multi-regime heat transfer model.

2. Heat Transfer Model

The condensation data from the present study were compared with the predictions of correlations from the literature. While some of the models are able to predict the measured heat transfer coefficients for some geometries and operating conditions, in general, they do not follow the observed trends. The majority of the data from this study (65%) are in the annular flow regime, while the remaining data are in the wavy flow regime [1]. Therefore, a regime-specific set of models was developed to calculate heat transfer coefficients in small diameter tubes.

2.1 Annular Flow Model

The annular flow model is based on the two-phase multiplier approach of Thome et al. [5]. The film thickness is assumed to be uniform around the entire tube and is deduced from the void fraction model previously developed by the authors [2]. The film Nusselt number depends on the liquid Reynolds and Prandtl numbers coupled with a two-phase multiplier, φ. Significant disturbances at the vapor-liquid interface influence heat transfer throughout the condensation process. These disturbances are mainly due to the difference in phase velocities. Therefore, it is assumed that the two-phase multiplier is dependent on this difference. A regression analysis was conducted to develop the Nusselt number correlation shown in Equation 1.

\[
Nu = 0.0049 \cdot Re_t^{0.8} \cdot Pr_t^{0.4} \left[1 + \left( \frac{U_t}{U_i} \right)^{0.69} \right]
\] (1)
2.2 Wavy Flow Model

Heat transfer in the wavy flow regime is typically addressed by considering two regions of the flow: the liquid film and the stratified pool. The overall Nusselt number can then be predicted as a function of the film and pool components.

The film contribution is determined analytically, assuming negligible shear at the vapor-liquid interface, which yields the film Nusselt number shown in Equation 2.

\[
Nu_{\text{film}} = \left( \frac{1.93}{\theta} \left( Ra \left[ \frac{1}{Ja} + 1 \right] \right) \right)^{1/4}
\] (2)

The contribution of the liquid pool is approximated using a two-phase multiplier applied to a single-phase turbulent correlation. Again, a regression analysis was used to determine the empirical constants, resulting in the correlation shown in Equation 3.

\[
Nu_{\text{pool}} = 0.0066 \cdot \left( \frac{Re_i^{0.8} Pr_l^{0.4}}{1 + \left( \frac{x}{1-x} \right)^{0.74} \left( \frac{\rho_l}{\rho_v} \right)^{1.51}} \right)
\] (3)

2.3 Summary of Predictions

This heat transfer model predicts 93.6% of the data within ±25%, with an absolute average deviation of 11.4%. In addition to comparing the model predictions with the data from the present study, the applicability of the model was also evaluated for data on different fluids, as shown in Figure 1. The model was able to predict 84.8% of the ammonia data from Fronk and Garimella [3], and 97% of the carbon dioxide data from Fronk and Garimella [4] within ±25%.

3. Conclusions

Heat transfer coefficients for condensing R404A in small diameter channels were obtained over a wide range of saturation temperatures and mass fluxes. A comprehensive, multi-regime heat transfer model was developed for condensing fluids in microchannels. The model was able to predict 93.6% of the R404A data, 84.8% of the ammonia data from Fronk and Garimella [3], and 97% of the carbon dioxide data from Fronk and Garimella [4] within ±25%.
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1 Introduction

Circulating tumor cell (CTCs) isolation from whole blood samples is a promising technique for early cancer detection. Microfluidics presents many advantages for cancer diagnosis applications, such as small reaction volumes and high sensitivity. Antibodies-based microfluidic systems have demonstrated their ability to detect circulating tumour cells [1], but remain an expensive method. Since cancer is known to modify mechanical properties of cells, abnormal stiffness could be used as a criterion to detect and isolate pathological cells due to the reorganisation of their cytoskeleton [2]. Depending on their type, blood cells have different mechanical properties that may be altered by diseases. These properties govern essential physiological behaviours such as margination [3]. Due to their mechanical properties, CTCs follow the walls of the vessels, and can crawl through the endothelium, which favors metastasis development [4]. Dupin et al. have shown that varying mechanical properties of objects in a suspension can alter their flow [5]. The experimental validation is not trivial because of the lack of homogeneous population of micro-objects with well-controlled mechanical properties. While size-based microfluidic sorting has already been studied extensively [6], the concept of sorting based on deformability has emerged more recently and is very promising.

In a recent numerical study, Zhu et al. [7] proved the feasibility of sorting elastic capsules based on their deformability and membrane elasticity by flowing them past a channel-centred obstacle. We have created and experimentally studied a microfluidic device whose geometry is inspired from the simulation of Zhu et al. [7]. This device consists of a straight rectangular microchannel including a semi-cylindrical obstacle at its end, and of a subsequent divergent chamber. We propose to determine the sorting capabilities of the device by using biomimetic models of cells, consisting of artificial microcapsules made of a thin elastic membrane around a liquid droplet. Between pillar and wall, capsules are confined and deformed by the flow. After the obstacle, the divergent shape of the chamber allows to separate streamlines. Our objective is to determine trajectories of capsules as a function of their confinement in the gap (size) and of their mechanical properties (stiffness).

2 Material and Methods

The device represented in figure 1, is fabricated in PDMS with standard soft lithography protocols [8], and sealed on a glass slide. Sealing the two surfaces together is realized activating them in a vacuum oxygen plasma chamber. The channel leading to the obstacle is rectangular (width = 200 μm; depth = 170 μm). Upstream of this main channel a flow focusing module is added in order to align capsules with the channel centerline. The obstacle consists of a semi-cylindrical pillar (Figure 1 (b) diameter = 100 μm, depth = 170 μm – see Figure 1b). At the end of the diverging section, capsules may be oriented towards different outlets.

Microcapsules have previously been fabricated by colleagues from the Université de Reims Champagne-Ardenne following [9], by first creating an emulsion between a solution of ovalbumin and an oil phase and by cross linking the proteins at the drop interface.
suspended/external fluids. Following capsules of different sizes in the divergent, we noticed that larger capsules are deflected further from the horizontal axis, defining a larger angle $\beta$ between their trajectory and the channel axis.

Figure 2 Trajectories of soft capsules of diameters 40 $\mu$m (squares) and 70 $\mu$m (bullets) at low flow rate in sugar syrup. Full symbols: no treatment. Hollow symbols: diamide treatment.

Figure 2 represents experimental trajectories of capsules of two different sizes, with or without diamide treatment. In this regime, we find that, regardless of their rigidity, small capsules remain close to the axis while larger ones drift away at larger angles in the divergent. Large capsules have a center of mass more distant from the obstacle than small capsules. In brief, the further the streamline is from the pillar, the larger the deflection. Thus, under these flow conditions, capsule size has a strong impact on the trajectory, while no effect of capsule stiffening is observed. These results indicate that, in this regime, the device is capable of sorting objects according to their size whatever their mechanical properties, as a standard pinched flow fractionation device [11].

3.2 Deformability-based capsule sorting

At high pressures (large $Ca$), size is no longer the only parameter influencing separation: mechanical properties, which have a negligible effect at low capillary number, now also impact trajectories (Figure 3). In order to achieve deformability based sorting, the viscous shear stress acting on the capsules is increased compared to the previous situation. In figure 3, we show that in the presence of high viscous forces, trajectories can be even more affected by changes in deformability than by size. Stiffer capsules keep following the same trajectory as in the previous case but softer capsules do not. The softer the capsule, the closer the pathline is from the horizontal axis.

Figure 3 Focus on the linear part of the trajectory, for capsules of diameter 50 $\mu$m (squares) and 70 $\mu$m (bullets), at high flow rate in glycerol. Full symbols: no treatment. Hollow symbols: ethanol treatment.

In general, the study shows that the larger and stiffer the capsules are, the more deviated the trajectories are from the horizontal axis. This phenomenon initiates the possibility to sort capsules populations that are heterogeneous in size and mechanical properties and to collect them in different outlets after sorting. As size remains the most important sorting parameter, we propose a two-step sorting technique, using first size-based separation at low shear rates, and then deformability-based sorting for the capsules in the desired size range.

3.3 Off-centred influence on capsule trajectory

The centering of capsules has a strong influence on their trajectories, whether the capillary number is high or low. That is the reason why a flow focusing is important to pinch the internal capsule flow. By tuning the pressure of the capsule suspension flow for a fixed pressure of the external fluid (Figure 1a), we can control the width of the core capsule flow. When the internal pressure is much lower than the external one, a precise centering of capsule flow on the obstacle is possible, which enables deformability-based sorting. But it is at the cost of a low throughput. Increasing the internal pressure at constant external pressure allows for a larger capsule throughput, but off-centred soft capsules may end up being sorted as stiff ones. We have found that an internal-to-external pressure ratio of 0.4 offered in our case a good balance between accuracy and capsule throughput, but this ratio must be tuned depending on the size and deformability distribution of the capsule suspension, and the desired level of precision for each sorted population.

4 Conclusions

We have demonstrated that capsule sorting based on deformability and size can be achieved experimentally by using the same device at different flow rates. The present device allows separating and collecting capsules in different outlets after sorting. It is based on the particle ability to deform around an obstacle and to follow different trajectories depending on its size and stiffness. In the case of a polydisperse suspension where both size and mechanical properties vary, the system can be used in two steps. A deformability-based sorting at high flow rate can follow a previous size-based separation at low flow rate, in the desired size range. This is the proof that we have developed a versatile multipurpose sorting microsystem based on a really simple design.
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Abstract The motion of a cell (consisting of a droplet enclosed within a thin elastic membrane) in an inclined centrifuge microscope has been studied numerically using the immersed boundary method. The cell is set into motion due to centrifugal force and eventually reaches a steady translational velocity. The larger the inclination of the microscope with respect to the horizontal axis, the smaller is this translational velocity. Comparisons with previous 2D numerical results and experimental works show a qualitative agreement.
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1. Introduction

Endothelial Glycocalyx layer (EGL) is a layer of fiber-like structures on the membrane of endothelial cells. Interactions between this glycocalyx and red blood cells (RBC) typically occur in blood vessels having a diameter smaller than the characteristic diameter of RBC. Inclined centrifuge microscope can be used to elucidate these intricate interactions. The key features of such observations is the equilibrium state reached by the cell when subject to the centrifugal force. It is characterized by a given deformation of the cell and a steady translational velocity of its center of mass. This steady state depends on the cell's characteristics, on the plate above which it moves, as well as on the angular speed and inclination of the plate. Oshibe et al. [1] have studied numerically the frictional characteristics of concave and biconcave rigid particles subjected to an inclined centrifugal force. Qualitative agreements with the experimental work of Kandori et al. [2] have been obtained.

The goal of the present research is to extend the work of Oshibe et al. [1] to the motion of a single deformable cell and to provide qualitative and quantitative comparisons with previous numerical and experimental works.

2. Governing equations and numerical methods

Figure 1 depicts a schematic of the inclined centrifuge microscope considered. A cell, initially spherical, is set into motion due to the application of a centrifugal force. The dynamics of the fluid are governed by the Navier-Stokes equation:

\[
\frac{\partial U}{\partial t} + U \cdot \nabla U = -\nabla P + \frac{1}{Re} \nabla^2 U + \left( \frac{Ta}{Re^2} \right)^{\frac{1}{3}} I(x)n + \frac{1}{We} f_e
\]

where \( Re, Ta \) and \( We \) are the Reynolds, Taylor and Weber numbers, respectively, \( I(x) \) is an indicator function, while \( n \) is the support vector of the centrifugal force and \( f_e \) is the elastic force exerted by the membrane onto the fluid. The fluid-structure interaction is treated using the immersed boundary method [3].

The computational domain is a 10x5x5 box (based on the initial diameter of the cell). No slip boundary conditions are used for walls, while periodicity is imposed in the other two directions. Spatial discretization of the NS equations relies on second order central
differences, while the membrane’s equation is discretized using spherical harmonics. The pressure equation is solved using a FFT-based Poisson solver. Finally, temporal integration is performed using a semi-implicit scheme.

Figure 1. Schematic of the geometry considered.

3. Results

Simulations are carried out for three different angles: \( \theta = 20^\circ, 30^\circ \) and \( 40^\circ \). Reynolds, Taylor and Weber numbers are set to \( 1.6 \times 10^{-3} \), \( 1.16 \times 10^6 \) and \( 4.8 \times 10^{-4} \) respectively. Figure 2 depicts the position and deformation of the cell at various instants of time for \( \theta = 20^\circ \). It can be observed that it slowly approaches the wall. The time evolution of its streamwise velocity is depicted on figure 3. After some transient, this tangential velocity eventually tends towards a steady value. This value then depends on the inclination angle of the plate. As the inclination increases, the tangential velocity of the cell decreases. This results from the force balance: increasing the inclination of the plate causes an increase of the normal component of the centrifugal force, so does the friction force exerted by the wall onto the cell. On the other hand, this decreases the tangential component of the centrifugal force exerted onto the cell, thus further decelerating it.

The motion of a single cell in an inclined centrifuge microscope has been studied numerically. The translational velocity of the cell as well as its final shape is dependent on the angle of the plate. Preliminary comparisons with experimental results (not shown) yield to qualitative agreements for inclination angles \( \theta < 45^\circ \). However, in order to correctly resolve the very thin layer of fluid in-between the cell and the wall as the inclination angle become larger (\( \theta > 45^\circ \)), a local mesh refinement approach is currently being under development.

Figure 2. Position and deformation of the cell at different instants of time (\( \theta = 20^\circ \)).

Figure 3. Time history of the cell’s streamwise position and velocity.
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Abstract Filtering of particle-based simulation data can lead to reduced computational costs and enable more efficient information transfer in multi-scale modelling. In this presentation we will introduce a new processing approach capable of reducing correlated numerical noise. We show that the method referred to as idWienerChop can capture the structures of nano-flow systems. In addition, a combination of this algorithm with proper orthogonal decomposition for time-dependent measurements is discussed.
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1. Introduction

Particle-based methods are indispensable to resolve accurately the dynamics at the atomistic scale and are widely used to model nano/microfluid flows (e.g. confined in channels such as nanotubes). In addition, information obtained from molecular simulations forms the basis of new emerging hybrid multi-scale modeling strategies [1] for physical and biological applications. A critical aspect of particle schemes is their substantial noise, which corrupts the instantaneous measurements of the observables. The uncertainty in the results arises from disturbances caused e.g. by additional forcing terms such as thermostats. Extracting the genuine information from the molecular data is rendered challenging due to the often correlated nature of the corrupting fluctuations. Traditional statistical averaging over a very large number of samples can improve the quality of results but only at significant computational expense. Multi-scale modelling strategies to couple molecular simulations to continuum dynamics require smooth gradients and precise particle distributions, but long averaging periods can result in bottlenecks in the intra-scale communication. Obtaining accurate approximations of the ensemble-averaged quantities is particularly problematic for unsteady simulations. Therefore, there is a growing need for robust de-noising approaches in molecular simulations, which provide approximations to the ensemble solution, but without the concomitant computational expense. A novel algorithm has been proposed that combines the strengths of wavelet transforms with singular value decomposition. It is shown that the method is a useful alternative to statistical averaging and outperforms techniques such as wavelet thresholding [2] alone in removing low-frequency noise. A successful application to stationary and unsteady fluid simulations performed with molecular dynamics and dissipative particle dynamics is presented.

2. Methododology

Wiener filters have been used in a range of applications, such as signal detection and noise reduction, as they offer an optimal estimation analysis of time series. However, the main practical problem in their implementation is that a desired signal needs to be known a priori. Ghael [3] proposed a straightforward estimate of the signal and noise by using wavelet transforms. Wavelet-based empirical Wiener filtering (WienerChop) performs two wavelet transforms (WT) in order to estimate...
the filter parameters, a noise variance with a signal prior, and perform de-noising. To improve the performance of the method in cases when the data is corrupted with correlated noise, we propose to implement a level-dependent wavelet-based Wiener filter, ldWienerChop. In the wavelet domain, a noisy signal $f(t) = f_t(t) + f_n(t)$ is defined as a set of coefficients $f^w = f^w_t + f^w_n$, consisting of an underlying true structure, $f^w_t = WT(f_t(t))$, and noisy details, $f^w_n = WT(f_n(t))$. In the new approach, an approximation of the signal's coefficients $\tilde{f}_t^{w1}$ is obtained in the wavelet space by level-dependent thresholding [5]. After filtering, the data is reconstructed, and a second transform (WT2) is performed to estimate noise levels at each resolution, $\sigma_n$. Afterwards, the signal prior in WT1 and the noise variances are used to construct the wavelet-based Wiener filter given as

$$W_{Chop} = \frac{f^{w21}_t}{f^{w21}_t + \sigma^n_n},$$  \hspace{1cm} (1)$$

In Eq. (1), the superscript $w21$ indicates that WT2 was applied to the signal estimate obtained from WT1, $f^{w21}_t = WT_2(\tilde{f}_t(t))$. The WT2 of the original signal, $f^{w2} = WT_2(f(t))$, allows to filter the coefficients. In addition, to improve information extraction from data-sets, we propose to apply the ldWienerChop filter on dominant singular vectors obtained from proper orthogonal decomposition (POD) [6].

3. Results

Study on synthetically generated data showed that the new method outperforms decimated wavelet thresholding and POD in filtering data corrupted with low frequency noise. Results on molecular dynamics measurements also confirmed benefits of applying the new approach. We considered an oscillating flow in a converging-diverging channel described in [6]. The channel was divided into $N = 200$ sub-domains in order to extract smooth mass-flow rates with POD or statistical averaging. However, with our new approach only $N = 1$ measurement was enough to obtain a satisfactory result (see Fig. 1), recovering higher signal-to-noise ratio, SNR = 30.21 dB than the other methods. During the presentation, an application of coupled POD and ldWienerChop filter will be shown on time and space-varying measurements. Further improvements including processing of scaling function coefficients will be discussed.

![Figure 1: Result of applying POD and ldWienerChop to the mass-flow rate measurements with SNR = 10.33 dB from the MD simulation of a periodically-pulsating channel flow; level-dependent wavelet thresholding alone obtained SNR = 26.83 dB.](image)
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Abstract This study is focused on the development of low viscosity emulsions and on the investigation of their elasticity on emulsion formation. Non-Newtonian continuous phases made of two different molecular weight Polyacrylamide in water plus glycerol solutions were used. While, as Newtonian continuous phase, a water plus glycerol solution showing the same viscosity as the non-Newtonian one was prepared and as dispersed phase silicon oil was used. Visualization of these emulsions flowing through a micromixer was useful in order to extract quantitative information of their behavior, such as the velocity profile and droplets’ size distribution. The formation of a droplet-rich core and of a droplet-devoid wall region was observed, and significantly enhanced by matrix elasticity. These effects lead to the accumulation of larger droplets around the center of the channel, while smaller droplets are pushed toward the periphery. The velocity profiles for the Boger continuous phase were flat in the droplet-rich core, thus suggesting that the confined emulsions behave as a Bingham fluid. Then the formation of vortex upstream of a divergent-convergent configuration has been shown as the wall migration effect, which drives droplets away from the walls and toward the center of the microcapillary investigated.
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1. Introduction

Liquid-liquid mixing is a common industrial practice, widely used in a variety of application, ranging from polymer synthesis and processing to biotechnology. Despite the extensive literature available on the topic, liquid-liquid mixing is still one of the most difficult and least understood mixing problems, especially when one of the two phases shows a non-Newtonian behavior; in fact the case of a Newtonian drops, in terms of deformation, relaxation and breakup in a Newtonian fluid has been extensively studied, both numerically and experimentally as in the pioneering works of Taylor [1], Grace [2] and Rallison [3] but most of the fluids used in the industries show non-Newtonian behavior. It is also well known that the viscoelasticity of one of the phases can prevent the break-up of a single drop in a controlled flow as studied by Guido [4] and Sibillo [5], but very little is known about the mixing of non-diluted emulsion, when one or both the liquid phases show non-Newtonian behavior. A comprehensive characterization of liquid-liquid mixing in these systems is still missing and their application is based more on intuition and vendors claims than on scientific data. Moreover since non-Newtonian fluids can have elastic behavior and at the same time exhibit nonlinear viscous effects like shear-thinning of the viscosity, it is particularly difficult to study viscoelastic flows in isolation from other effects. However, there’s a class of viscoelastic fluids, known as Boger fluids[6], in which the viscosity is nearly constant with the shear rate. These fluids are particularly important because they enable elastic effects to be probed separately from shear thinning effects; comparing the viscosity behavior of a Boger fluid flow with that of a Newtonian fluid allows one to assess the influence of elasticity.

In the present work the setup of a microsystem for the formation of emulsions made of silicon droplets as dispersed phase and as continuous phase a Newtonian and non-Newtonian matrix
has been performed. Then the effect of elasticity on liquid-liquid mixing comparing fluid dynamic behavior of Newtonian droplets in a Newtonian and non-Newtonian matrix has been analyzed.

2. Results

2.1 Materials and methods. In order to investigate the effect of matrix elasticity, three different model systems were used in the experiments. As a continuous Newtonian reference fluid, a system made of water and glycerin (79.74% wt). For simplicity this fluid will be referred in the paper as NF. In order to increase the elasticity and then to study the viscoelastic effect on mixing efficiency a polymer is added to the water plus glycerin solution, by forming low viscosity fluids that were used as continuous phase and indicated as LE (low elasticity) and HE (high elasticity). The dispersed phase is a blend of 0.02 Pa·s and 0.01 Pa·s Newtonian silicon oil in order to maintain the same viscosity of the suspending fluid of 0.05 Pa·s.

Fig. 1 shows a scheme of the experimental set-up.

Figure 1: A) Drawing of the experimental set-up; B) Picture of the mixing set-up; C) Schematic diagram of the contraction geometry with two silica capillaries, D_1=320 µm and D_2=520 µm. The reagents were injected into the microsystem with two glass syringes by placed on syringe pumps. The syringes are connected by plastic tubes to a stainless steel T-junction of 1 mm, where a premix of the phases takes place, and then the device is connected to two stainless steel frits in 20 µm porosity, that is where the efficient mixing occurs.

In all the experiments presented, a wall depletion layer from the wall, with significant differences among the fluids, was observed as observed in Fig. 2. The visual trend is that the more elastic is the matrix, the wider is the depletion layer.

Figure 2: A) Wall depletion layer of NF (upper), LE (middle) and HE (lower) as continuous phases, at 30 ml/h. B) Wall depletion layer as a function of total flow rate for the three matrix fluids.

3. Conclusions

In this work, we present results from the direct visualization of confined flow of low viscosity biphasic liquids. The influence of matrix elasticity on fluid dynamic behavior of low viscosity emulsion was performed. Moreover, in all the experiments, a droplet-free layer can be observed close to the wall, while smaller droplets are margined in an intermediate region. The effect of elasticity is to enhance the size of the droplet-free region. This result was qualitatively discussed in terms of the flow-induced forces acting on the droplets. The results could be relevant for the design of mixers and emulsification systems based on confined flow.
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Abstract : The knowledge of the transport properties of liquids is important to design new processes and devices in the oil, chemical, and biotechnological industries. The use of Molecular Dynamics in the calculation of transport properties has increased in last years, and in this job are shown numerical methods for estimation of transport properties applied to real liquids, particularly we focus the attention on the study of thermal conductivity of complex mixtures such as water and triethylamine which have potential applications in heat exchange inside electronic circuits.
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1. Introduction

The knowledge of the transport properties of liquids is important to design new processes and devices in the oil, chemical, and biotechnological industries. The aim of this work is to estimate these properties using Molecular Dynamics simulations. Our calculation starts from atomistic liquids, which are modeled by Lennard-Jones potential interactions, and extends to real liquids such as water, carbon tetrachloride, and complex mixtures of liquids, as water and triethylamine. The values of transport properties are obtained by Green-Kubo method, which uses the auto-correlation function of the stress tensor to estimate the shear viscosity and the average of heat flux auto-correlation function to compute the thermal conductivity.

2. Simulation Details

All simulations were performed with a cubic simulation box using the minimum number of molecules [1-3] and periodic boundary conditions were applied. For each liquid appropriate models were used to describe the inter-molecular and intra-molecular interactions, i.e. for the water molecules we have employed the TIP4P/2005 model [4]; for the other liquids we employed the optimized potential for liquid simulation (OPLS-AA) for all atom interactions [5] including Lennard-Jones, charge, bond, angle, and dihedral interactions. The simulations are performed by imposing the NVT ensemble for Lennard-Jones liquids, water and carbon tetrachloride, while for the water-triethylamine mixture we used the NPT ensemble to compute the phase diagram. A Nosé-Hoover thermostat is used to bring the system at required temperature.

3. Results

We performed MD simulations of atomistic liquid using the Lennard-Jones parameters of Argon: \( \sigma = 3.4 \text{ Å} \), \( \epsilon/k = 120 \text{ K} \) where \( k \) is the Boltzmann constant. The numerical value of shear viscosity and thermal conductivity provided by this simulation are 0.219 mPa•s and 0.127 W/(m•K), respectively. A NVT ensemble is used with temperature of 94.4 K and density of 1.374 g/cm\(^3\). The experimental values of shear viscosity and thermal conductivity for this system are 0.197 mPa•s and 0.115 W/(m•K), respectively [6]. Calculations of shear viscosity for two real liquids, one polar liquid, such as water, and one non-polar liquid, such as carbon tetrachloride (CCl\(_4\)) are also carried out.
Studies about shear viscosity were carried out at different temperatures for both liquids and, as shown in Fig. (1) and Fig. (2), a good agreement with experimental values of shear viscosity taken from literature [7] is observed. An important study include the calculation of transport properties for complex liquids such as mixture of water and triethylamine (C₆H₁₅N), which have potential applications in heat exchange inside electronic circuits. We perform simulations at different temperature with different chemical composition of water and triethylamine in mole fraction. Following results concerning the thermal conductivity are shown Fig. (3).

In this work, it is proved how the Molecular Dynamics can be used to calculate the transport properties of complex real liquids and allow to study the behavior of these liquids under different condition of temperature and chemical composition.

4. References
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Atomically controlled electrochemical reaction for cost-effective and high-throughput fabrication of nanopores in 2D materials

Prof. A. Radenovic, EPFL – Dr. G. Turri, Namiki Precision Jewels LTD

Solid state nanopore based bio-sensing is emerging as a rapid single molecule detection and manipulation technique [1, 2]. Conceptually, a single nanometer electrophoretically driven biomolecules translocation size aperture located on a membrane can detect information of the analyte. However, the formation of single nanopores relies heavily on expensive instrumentation, i.e., Transmission Electron Microscope (TEM) and well trained TEM users, which renders it still confined to laboratory use. Atomically thin nanopore membranes, graphene [4] and molybdenum disulphide (MoS$_2$) [5, 6], have drawn much attention due to their unprecedented single nucleotide resolution, which holds promise as a candidate for so called 3rd generation DNA sequencers. Dielectric breakdown has been demonstrated as a facile method to make individual nanopores on silicon nitride membranes (10-30 nm thick) without the need for TEM [7, 8]. This can dramatically reduce the cost of device fabrication and scale up the production of devices. However, if the same methodology of nanopore fabrication is applied to the membranes made in 2D materials, we observe that the mechanism that governs the pore formation is not dielectric breakdown but electrochemical reaction that occurs once the transmembrane potential exceeds oxidation voltage. Inspired by the dielectric breakdown nanopore fabrication in thick nitride membranes, we are developing with our technology partner Namiki Precision, a feedback controlled electrochemical reaction (ECR) method of making individual nanopores and nanopore arrays in 2D materials, which can be readily accessible for commercialization.
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Introduction
Rapid mixing of two or more fluids is critical in many integrated microfluidic systems for biomedical, chemical and biological applications. Micro-mixers are generally classified in two main categories: passive or active [1]. In general, passive micro-mixers rely entirely on molecular diffusion to induce mixing is long thin channels or network of channels, whose geometry is specifically designed to increase the interface separating the fluids to be mixed. Active micro-mixers, in general, substantially enhance mixing by maximizing stretching and folding of the mixture through the action of appropriate actuators that intelligently modify the time evolution of the hydrodynamic field [2, 3].

Modeling and Simulations
The aim of the present work is to design an active micro-mixer suitable for a wide range of biomedical/bioengineering applications and potentially assimilable in a Lab-on-Chip [4]. Figure 1 shows the geometry of the micro-mixer. The two fluids to be mixed are injected through three inlet micro-channels of width 100µm. In the central channel is injected the medication (e.g. dopamine, strontium ranelate, etc.) at constant flow rate, while in the lateral channels is injected, at a time-dependent flow rate [5, 6, 7], the carrier solution (e.g. distilled water). The constant flow from the main channel merges with the time-dependent flows from the optimally oriented lateral channels at the entrance of a cylindrical mixing chamber (diameter 1000µm), where their interaction creates a sequence of lamellae of different concentration [2]. The circular geometry of the mixing chamber favors the expansion of the flow and the stretching of the lamellae. A cylindrical obstacle of optimal size (diameter 400µm) is positioned in the mixing chamber to split the incoming flow and enhance the folding of the lamellae. Furthermore, this obstacle reduces the volume of the mixing chamber and, therefore, reduces the time needed to reach the regime operating conditions. Finally, the mixture exits through a microchannel of width 100µm.

We model the two fluids to be mixed as incompressible, viscous and having physical properties similar to water, with the only difference being the value of the passive scalar (e.g. concentration of a tracer, temperature) they transport. The time evolution of the hydrodynamic field is governed by continuity and Navier-Stokes equations, while the time evolution of the concentration field is governed by the advection-diffusion equation. We assume the gradients of concentration field to be small enough so that the problem is one-way coupled, i.e. the time–evolution of the hydrodynamic field governs the evolution of the scalar field, while the evolution of the scalar field does not affect the evolution of the hydrodynamic field.

We make the problem dimensionless by defining as characteristic length the width (200µm) of the entrance to the mixing chamber, as characteristic time the inverse of the frequency of forcing and as characteristic velocity the fluid velocity in the main channel. Therefore, our results are parametrized in terms of Reynolds (Re), Strouhal (St) and Peclet (Pe) numbers.

We discretize and solve the governing equations using a Finite Volume Method. The computational domain is discretized with an unstructured (free) mesh generated using the solid modeler ICEM (Ansys, Canonsburg, PA, USA). The numerical simulations of the flow were performed using the commercial FVM software Ansys Fluent 14 (Ansys, Canonsburg, PA, USA).

Results
We quantify the mixing efficiency, M, of our device by using a weighted form of the variance of the concentration field [5] measured at a cross-section of the exit micro-channel near the outlet and averaged over a period of forcing. We characterize the mixing performance of our device in terms of Reynolds, Strouhal and Peclet numbers [8].

Firstly, we studied how the mixing performance depends on the Reynolds number at dimensionless time 119.6, when Re=2, St=0.8 and Pe=10^4.

Figure 1 Scalar concentration field at dimensionless time 119.6 when Re=2, St=0.8 and Pe=10^4.

We observed two peaks, one at Re=2 (M=91.4%) and the other at Re=15 (M=91.3%), separated by a region of lower performance (Re=5, M=73%), see figure 2 (top). The error bars indicate the maximum and minimum values of the scalar variance over a period of forcing. The averaged results are linearly interpolated with a dashed line to improve the readability of the plot. The low mixing performance at Re=5 is due to the transition between two different regimes: a purely laminar...
regime at $Re=2$ and a regime involving recirculation vortices at $Re=15$. Quite surprising is the size of the error bars, which one would expect to decrease as mixing efficiency increases. In reality the trend is opposite, the value of the concentration oscillates substantially less, around ±0.5%, when the mixing performance is lower, around 75%–80%, than when it is higher, around 90%, where the amplitude of the oscillations are about ±3%. This can be explained by recognizing that the flow within the mixing chamber can be subdivided in three distinct, but equally important, flows: the region where the lamellae are convected, stretched and folded and the two regions along the outer wall of the mixing chamber and along the wall of the cylindrical obstacle, see figure 1. These three flows contribute almost equally to the flow in the outer channel. The poor performance at $Re=5$ is mainly due to the fact that the concentrations of the two wall-flows are different. Ironically, at $Re=5$ the lamellae are thinner and more equally spaced than in the other cases ($Re=2$ and $Re=15$), inducing therefore a lower level of oscillations in the concentration of the outflowing mixture.

Secondly, we studied how the mixing performance depends on the Strouhal number. For the range $0.4 \leq \text{St} \leq 1.2$ ($Re=2$ and $Pe=10^5$), at dimensionless time 119.6, the mixing efficiency increases almost linearly from M=85% at $\text{St}=0.8$ to M=93% at $\text{St}=1.2$ with a weak inflection at $\text{St}=0.8$ where M=92%, see figure 2 (center). The trend of the mixing efficiency versus Strouhal number clearly indicates that the mixing efficiency increases as the frequency of forcing increases. The error bars show that the fluctuation in concentration at the outlet decrease substantially as the Strouhal number increases. Therefore, one would be tempted to increase the forcing frequency as much as possible in order to improve the mixing performance and the reduce fluctuations of the concentration field. However, this come at high price because the power input required will also grow considerably. A more sophisticated approach is to optimize mixing at lower frequency, where the power input required is low [2, 3].

Finally, we studied how the mixing performance depends on the Péclet number. For the case $10^3 \leq \text{Pe} \leq 10^5$ ($Re=2$ and $St=0.8$), at dimensionless time 119.6, the mixing efficiency decreases weakly nonlinearly from M=95% at $\text{Pe}=10^3$ to M=90% at $\text{Pe}=10^5$, where the performance is still robust, see figure 2 (bottom). Obviously, the mixing performance of our device improves and the fluctuations of concentration decrease, both monotonically, as the Péclet number decreases.

Conclusions

We presented a novel, compact, active micro-mixer able to process volumes of fluid in the range $10^{-9}$-10$^{-6}$ liters. The micro-mixer has a simple geometry to facilitate its manufacturing and assimilation in LoC and other platforms, a sort of one-size-fits-all. The micro-mixer produces rapid mixing due to its active actuation system that produces lamellae of alternate concentrations and its geometry that favors the folding and stretching of the lamellae. The micro-mixer has a mixing efficiency above 90% for a wide range Strouhal and Péclet numbers. Its performance it is not uniform in terms of Reynolds number due to the transition between two different mixing regimes at $Re=2$ and 15. However, the performance can be easily made uniform by operating the mixer at higher Strouhal numbers where is needed.

References

Transient Flow Boiling Local Heat Transfer in a Multi-Microchannel Evaporator under a Heat Flux Disturbance
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Abstract Multi-microchannel evaporators are often used to cool down electronic devices subjected to continuous heat load variations. However, so far, rare studies has addressed the transient flow boiling local heat transfer data occurring in such applications. The present paper introduces and compares two different data reduction methods for transient flow boiling data in a multi-microchannel evaporator. The transient test of heat disturbance from 20 to 30 W cm$^{-2}$ was conducted in a multi-microchannel evaporator using R236fa as working fluid. The test section was 1 cm$^2$ in size and had 67 channels, each having a cross-sectional area of 100x100 µm$^2$. The evaporator’s backside temperature was obtained with a fine-resolution infrared camera at a frequency of 60Hz. The first method consisted of solving a 3D inverse heat conduction problem by using a TDMA method with base temperature and heat flux known, combined with a Newton-Raphson iteration on the footprint temperature. Once the solution for the inverse problem was converged at each time step, a local energy balance was used to attain the footprint heat flux, which was further utilized by the fin equations for obtaining the local wall heat transfer coefficient. The second method considered only 2D conduction with the LSODE (Livermore Solver for Ordinary Differential Equations) semi-implicit solver. This method used a numerical dynamic PI controller on the heat transfer coefficient boundary so that the latter was corrected at each time step based on the difference between the calculated and experimentally measured base temperature. It is shown that both methods yielded an initial sharp increase of the heat transfer coefficient followed by a smooth decrease to the steady-state value after the heat flux disturbance was applied. The first method was more accurate since exact solution was obtained at each time step. The second one reduced the computational time significantly but led to an approximated solution with, for example, a lower magnitude sharp increase of the heat transfer coefficient obtained.

Keywords: Flow boiling local heat transfer, multi-microchannel evaporator, heat flux disturbance, dynamic data processing

1. Introduction

Multi-microchannel evaporators with two-phase flow boiling provide promising potential for cooling high heat flux devices, such as high performance CPUs, GPUs and advanced military avionics. The multi-microchannel evaporators usually experience heat load disturbances in time during operation due to the variation in the heat generation from the cooled devices. This requires the two-phase cooling system to response swiftly while avoiding a big variation in the evaporators’ base temperature, which will inevitably cause the undesired thermal stress or fatigue for the micro-evaporators, thus severely threatening the operation safety of the two-phase flow cooling system. The micro-evaporators’ base temperature variation is depending on the flow boiling local heat transfer coefficients, therefore, the study of which is of practical importance for implementing the two-phase cooling system with multi-microchannel evaporators. However, the studies dealing with such a topic in the literature are few.
Advancements in electrical-based techniques on chip for single-cell level analytics
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Integrating biosensors and signal processing circuits will enable a new generation of biochips, providing addressing, measurement and elaboration functions on the same system. Potential applications for such multi-functional systems range from genetic arrays to personalized medicine-based tests, to cells manipulation and sensing. The main advantages of integrated electronics in biochip arrays have been shown in some recent successful applications. For instance, a fully-electronic system is now available for DNA sequencing 1, which enables fast read-out of large number sites and fluorescence-free protocols. In a different domain, researchers have demonstrated long-term observation of neural networks on chips integrating stimulation and elaboration circuitry and analog to digital conversion, providing fast sampling of low-amplitude signals from cells 2. Moreover, in the framework of DNA analytics, we contributed to the development of the first fully-electronic integrated system for the label-free detection of DNA hybridization 3.

Major challenges in the development of biosensors on chip arise from reliability in a liquid environment. We contributed to the field by showing the superior performance of insulating material for surface passivation such as SU-8 and parylene and introducing new processing solutions for the enhanced stability of microelectrode features for electrical and electrochemical sensing on chip 4.

Integrated microelectrode technologies play a crucial role in lab-on-chip development since electric fields can be effectively used to sense, manipulate and move molecules and cells at the microscale. Nevertheless, high-throughput implementations of already assessed techniques are constrained by the design limitations entailed by planar electrodes in microfluidic configurations. These could be overcome by vertical electrodes, either integrated in micro-channel sidewalls or as free-standing structures. We proposed a new approach to achieve arrays of singularly-addressable vertical elements generating highly-confined electric fields for sensing or actuation 5,6. Our approach is based on the conformal coating of passive cores with metal layers, defining electrodes in microfluidic channels with high aspect-ratio and vertical uniformity. This method achieves high electrodes density, granting high conductivity of both connections and metal sidewalls with no need for electroplating. The resulting vertical electrodes span the full height of the microfluidics, generating homogeneous fields along the z-axis of the channel.

Leveraging the technological advancement achieved, we are developing a label-free high-throughput on-chip systems for single-cell level discrimination and observation. In particular, we target the analysis of cells in flow, in a configuration where a large number of suspended cells flow through a chip and each cell is sampled by means of distributed non invasive sensors integrated in microchannels. Sensors have to be multiple and to be arranged in a wide channel to avoid clogging and cell damage by shear stress.

Our sensors can successfully discriminate cell types such as activated T cells, with the aim of identifying rare activated cells in human samples and isolate them for successive expansion. This system is presently based on two layers of metal and can be integrated with TSVs and IC for larger parallelism using the technology described in 7.

Figure 1. (Top left) Observation of single cells on the lab-on-chip system by high-resolution microscopy; (Right) Neuroblastoma cell observed on the chip during electrorotation experiments; (Bottom left): 3D microelectrodes integrated with microfluidics and SU-8 passive structures for impedance flow-cytometry.
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A Novel Chip Design with Side-channel Pre-alignment for Particle Sorting
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Abstract This paper demonstrates particle sorting by using a novel chip, in which particles are acoustically pre-aligned with the side-channels. Tunable pressure nodal position is achieved by changing the liquid filling in the side channels. The relationship among the pressure nodal positions, particle separation distance and liquid properties are discussed. The sorting of 5-μm and 7-μm particles are experimentally demonstrated with a 2-time increase of the separation distance. It shows a high potential for different microbial sorting in drinking water monitoring and cancer cell diagnosis.
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Acoustofluidic chip based particle manipulation has been widely applied in microbial and cell separation, which is critical in various fields of research, including drinking water quality analysis and disease diagnosis [1, 2]. In this paper, two side-channels are used to acoustically pre-align the particles, which offer a promising approaching to enhance the sorting efficiency and resolution.

Figure 1 shows the schematic illustration of the chip, which consists of one main microchannel and two side-channels. Two piezoelectric transducers (PZT) are attached below the chip, which generate a standing wave with two pressure nodes in the pre-alignment region, and a standing wave with single pressure node in the separation region, respectively. When the particles pass through the region with the side-channels, they are pre-aligned and pushed close to the side walls. Thereafter, the particles are deflected and sorted in the separation region according to their intrinsic acoustic properties.

Figure 2 shows the cross-sectional views of the pre-alignment and separation regions with different designs. The pre-alignment with side-channels (Fig. 2b, c) has longer nodal distance compared with the normal one (Fig. 2a), resulting in a longer separation distance between different particles (Fig. 2e). In addition, the position of the pressure node is controllable by changing the liquid in the side-channels (Fig. 2b, c). The acoustic pressure and the position of the nodes are simulated as shown in Fig. 3.

Figure 4 shows the silicon/glass microfluidic chip. The pre-alignment region is actuated at a frequency of 2.16 MHz and the separation region is actuated at 1.853 MHz. When different liquids are injected into the side channels, the positions of pressure nodes are tuned accordingly. Figure 5 shows that the nodal distance is increased from 250 μm to 320 μm when the injected liquid is changed from glycerin to acetone. On the contrary, the nodal distance for normal pre-alignment without side-channels is fixed at 187.5 μm.

Figure 6 shows the separation of 5-μm and 7-μm polystyrene particles after pre-alignment. The maximum separation distance between the two sizes of particles is increased by two-folds when using the pre-alignment with side-channels instead of the normal one.

In conclusion, a novel chip for particle sorting is designed, fabricated and tested. The tunable position of pressure nodes and increased separation distance indicate a robust sorting performance in the future detection applications.
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Figure 1: Schematic illumination of the acoustofluidic chip for particle sorting

Figure 2: Different designs of (a)-(c) pre-alignment regions and (d)-(f) the corresponding separation regions

Figure 3: Simulation of the acoustic pressure amplitude with different liquids in the side-channels

Figure 4: Photographs of the fabricated chip

Figure 5: Relation between the nodal distance and the sound speed of liquid in the side channels

Figure 6: (a) Separation of 5-μm and 7-μm particles after pre-alignment. (b) Relation between the particle separation distance and the nodal distance
High-throughput Pre-concentration for Bacteria using Acoustofluidic Chip
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Abstract This paper demonstrates the pre-concentration of bacteria in a cost-effective acoustofluidic chip. The chip assembled by a glass coverslip and a glass slide offers a high throughput and high recovery performance. More than 80% of 0.75-μm latex microparticles and Bacillus subtilis can be focused within the acting distance of 25-μm from the reflector. It shows a high potential to develop a disposable device for drinking water monitoring and food inspection.
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Recently, a microfluidic system associated with acoustophoresis (named as acoustofluidics) has received a lot of interest and been widely applied in particle manipulation and cell separation, which is a critical technique in many areas such as biomedical research and drinking water monitoring [1]. In this study, a cost-effective acoustofluidic chip was demonstrated for concentrating Bacillus subtilis. It is one of the indicator organisms as a surrogate in drinking water monitoring.

Figure 1 shows the acoustofluidic chip design, which consists of the following layers: a transducer (PZT), a carrier layer, a fluid layer and a reflector layer. Since the thickness of each layer is relatively thin as compared to the wavelength, the node of the quarter standing wave is at the reflector layer. Bacteria in the fluid layer are attracted towards the node and pushed to the fluid/reflector interface by acoustic force. Therefore, bacteria-rich flow can be collected from the top outlet.

The acoustofluidic chip was assembled by a glass coverslip (reflector layer) and a glass slide (carrier layer) which were bonded by double-sided tapes as shown in Fig. 2. It was actuated at a frequency of 1.25 MHz. Figure 3 and Figure 4 show the cross-sectional distribution of the latex microparticles (diameter is 0.75-μm) without and with acoustophoresis in the chip, respectively. After actuated by acoustophoresis, most of the 0.75-μm microparticles can be focused in the distance of 25-μm from the reflector.

Figure 5 shows the recovery of microparticles at different total flow rates and actuated voltages. At a certain voltage, the recovery of microparticles decreases as the total flow rate increases. When the total flow rate was increased to 250 μL/min, the recovery was dramatically decreased to 57% under 15 V and 20 V, but slightly decreased to 70 % under 25 V. Therefore, increasing actuated voltage can enhance the recovery of microparticles.

Figure 6 shows the distributions of particles and Bacillus subtilis at different vertical positions. More than 75% of 0.75-μm particles were focused in the distance of 15-μm from the reflector. However, only 53% of bacteria was in the same region. It indicates that bacteria with lower cell density are relatively difficult to be focused by acoustophoresis. However, more than 80% of bacteria in the distance of 25-μm from the reflector still can be collected from the outlet since the height of ladder in the channel is 60-μm, which is larger than the focusing thickness.

In conclusion, a cost-effective acoustofluidic chip for bacteria pre-concentration is designed and demonstrated with a high throughput of 250 μL/min and high recovery of 80%. It shows a high potential as a rapid screening tool for bacterial inspection.
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Figure 1. Schematic of cross-section in the acoustofluidic chip.

Figure 2. Fabricated acoustofluidic chip.

Figure 3. Confocal microscopic image of particle distribution without acoustic focusing.

Figure 4. Confocal microscopic image of particle distribution under acoustic focusing.

Figure 5. Recovery of 0.75-μm latex particles at different total flow rates and voltages, when the flow rate of bacteria-rich stream was kept at 20 μL/min.

Figure 6. Particle distribution of 0.75-μm latex particles and Bacillus subtilis at different vertical positions.
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Fabrication of integrated circuits with higher performance is now possible owing to novel manufacturing techniques. The main obstacle in achieving such high performances with more compact and functional devices is the dissipation of heat due to the increased power density. International Technology Roadmap for Semiconductors predicts maximum heat flux of 108 W/cm², maximum junction temperature of 85°C, and an extreme ambient temperature of 45°C for desktop personal computers in 2016 [1]. It may be inferred from this trend that the difference between junction and ambient temperatures is decreasing, and the heat flux is increasing. Additionally, the average power density for specialty applications such as laser diode arrays, phased array radar systems and power electronics, raised over 1000 W/cm² [2,3]. Hence the conventional air cooling systems, which are currently preferable and commercial to save the costs, seem to be unsatisfactory to overcome this challenge.

The heat transfer coefficient in microchannels with single phase flow is quite high due to the small hydraulic diameter. Because of the coolant’s latent heat, the heat transfer coefficient for flow boiling in microchannels is even higher. Additionally, the axial wall temperature maintains much uniform close to the coolant’s saturation temperature.

There are many numerical studies in the literature which have been carried out to examine flow boiling in microchannels. Common methods in the literature are based on the tracking of the interface between the liquid and vapor phases. Level-set method, phase-field method, Lattice-Boltzmann method and Arbitrary Lagrangian-Eulerian method are techniques which track the interface of two separated phases of vapor and liquid. These methods have been employed to model different types of boiling flows as bubbly flow, slug flow, annular flow and film boiling in microchannels.

Although the modeling of the two-phase flow with evaporation is a difficult issue due to the complexity of the non-linear set of equations that governs the two-phase flow, the interfacial discontinuity and deformation, and mass transfer between the vapor and the liquid phases, it results unique data compared to those for experimental tests.

On the other hand, while the foregoing numerical methods provide precise information about the hydrodynamics and heat transfer of boiling in microscale, they are restricted to confined geometries as a few bubbles due to computational time and cost. Therefore, an alternative numerical method which is computationally cheaper than the aforementioned methods is required to simulate an extensive domain of microchannels heat sinks.

Mixture models [4] are macroscopic two-phase flow models which follow the average phase concentration, volume fraction, instead of the interface explicitly. Furthermore, one single momentum equation is defined to solve the mixture velocity, and both phases share the same pressure field. Hence, considerably smaller numbers of variables are solved comparing the other multiphase models.

In the present study, a mixture model is utilized to investigate the hydrodynamics and heat transfer of saturated R134a boiling in microchannels. The heat transfer coefficient, vapor quality and pressure drop are obtained which are desired results of flow boiling in microchannel heat sinks need carrying out experiments to be determined.
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Evaporator by creating the cold and sending it to the refrigerator and absorbing the heat from the refrigerator environment that is the refrigerator’s main task but due to freeze moisture on the surface of the evaporator, efficiency of this piece is reduced greatly and apply the heat to solve this problem as well as follow to damage to the surface.[1] According to test conducted, this method is based on the creation of the Nano scratches on various surface that this scratches are 3 to 4 times increase based on the properties[2] of the surface tension of water that prevent to sit water on the surface that will not be possible to allowed to sit on the evaporator’s Aluminium surface.

During the activities on this project, hydrophobia sol includes kinds of organic and mineral materials such as Cobalt chloride, Colin chloride was obtained after preparations using vacuum and magnetic and by utilizing from homogenizing method. The results show that it coated on surface of evaporator. The results show that due to the hydrophobic property created prevented of creation ice crystals on the surface, so that to prevent formation Moisture and water droplets on the surface also that was prevented waste of energy particularly in the evaporator and continuing the activity changing in the DuPont material by utilizes some carbohydrates to needs for to improve the project as a result, the angle of droplets of water than the initial state increased about 70 to 90 degrees.

Organic matter in the structure of the material as well as with regard to the large contact area of matter on surface increases the adhesion and durability,[3] but it will not penetrate the main surface and the Aluminium surface of the evaporator only including layer that is separate but coherent and also therefore moisture around the evaporator does not get the ability to penetrate and reach the evaporator.
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Abstract: Recently graphene and graphene-based hybrid materials have attracted much attention due to outstanding chemical and physical properties. Thanks to their high thermal conductivity graphene-based nanomaterials constitute excellent candidates for water-based nanofluids. This class of new materials can be beneficially exploited in water purification technologies using renewable energy. Solar distillation efficiency to produce clean water can be improved through the use of nanofluids.

In this work we studied the plasma route processing effects of graphene powders in terms of ability to produce graphene-water based nanofluids. The powders were treated by radio-frequency sputtering by which metal oxide and silicon oxide were deposited onto the surface of the graphene powders, forming hybrid graphene-inorganic nanomaterials in order to enhance the solubility in water. The surface modification was studied by means of x-ray photoelectron spectroscopy and transmission electron microscopy. The graphene based materials suspension stability in water and the surface wettability were studied by means of UV-Vis. spectrophotometry and contact angle measurement respectively. Preliminary results showed a significant improvement of the graphene solubility in water by the plasma treatment.

Keywords: graphene-based material; dispersion; nanofluid; sputtering.

Access to clean water, suitable for human consumption and domestic uses, is increasingly becoming the most important issue facing people around the world. Worldwide drought and desertification are expected to increase the problem [1].

Current water purification methods employ chemically intensive treatment that is relatively expensive and not translatable to the non-industrial world. The latest trends consist of shifting from electrical and fossil energy use of the so-called thermal technologies for water purification to renewable energy use, including the various membrane technologies. However, these technologies are of relatively high costs and complexity of installation and exploitation and not suitable for the remote and the arid regions where electrical facilities are hardly applicable, but with plenty of solar energy.

Clean water production for drinking purposes by means of solar distillation of brackish water is an attractive technology, using cost-free solar energy. The solar energy can be used for distilling water in devices named “solar stills”. The direct solar distillation for desalination is the most appropriate for a large use by non-industrial communities, for lower costs, simplicity of construction and installation, self-operation and low need of maintenance. However, this technology has to overcome a serious obstacle related to the relatively low productivity. In this regard, in order to fully exploit the low cost and use of free and renewable energy as the solar one, solutions should be found for an advancement of the technology and an improvement of the process yield. This imperatively implies the development of new materials and new design of the devices. By now, the approach aimed to the optimization of the technology was based on the re-design of the devices structures and the improvement of their thermal efficiency. The development of new materials has much less been investigated and, in the case of nanomaterials, very scarcely associated to such approaches, leaving a large margin for further development of the solar stills for an efficient and economical application. In this context, nanofluids proved to be efficient in considerably enhancing thermal conductivity.
and heat transfer. Nanofluids are expected to exhibit superior evaporation rate compared with conventional water. This work consists of developing advanced materials, based on graphene-inorganic oxide hybrid nanopowders, to increase water heating and evaporation effect. In this regard, graphene nanofluids have outstanding properties such as high heat transfer ability with thermal conductivity values in the range 2000-5000 W/(mK) at room temperature. However to fully exploit these characteristics in order to use graphene in water-based nanofluids, its hydrophobicity should be overcome. Different methods may be followed to stabilize the graphene particles dispersion in water, among which the use of surfactants. However surfactants may decrease the thermal conductivity of the nanofluids and new routes are being explored [2 and references therein]. In this work, the results of the graphene powder processing by plasma route will be presented to enhance its solubility in water. The powder consisted of 1.6 nm thick flakes of graphene of 10 mm of average lateral size. Hybrid nanomaterials were obtained by decoration of the graphene flakes with transition-metal oxide and SiO2 clusters by means of RF sputtering. A sample holder stage designed to move the powder during the plasma processing was used to achieve a uniformity of treatment of the powders. A transmission electron microscopy image of a treated particle is given in Fig. 1, which shows graphene flakes decorated by niobium oxide particles. The effect of the oxide amount and coverage on the graphene-oxide hybrid surface wettability was studied by means of contact angle measurement in water. In order to be employed as fluid material, the hybrid powders were tested for their suspension stability in water. The latter was measured over time by UV-Vis. spectrophotometry, in particular by optical absorbance measurement of the supernatant liquid in the acous solution. Preliminary results showed a beneficial effect of the plasma treatment on the graphene solubility in water, as shown in Fig.2.
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Abstract In this paper we report a numerical simulation of the flow properties at both pore-scale and Darcy scale, by direct modeling of the 3D micro-CT images using a Finite Volume Method (FVM). The model is first validated against 2 benchmark samples, namely Fontainebleau sandstone and Grosmont carbonate. Then the model is favorably compared to a Lattice Boltzmann (LB) method. The numerical model is based on the resolution of the steady-state Navier-Stokes equations in conjunction with an adaptive mesh technique used to generate the mesh along with the appropriate boundary conditions to compute the permeability. After validation, the model is applied to an actual reservoir rock carbonate from the Middle East using both the FVM and LB methods. In order to upscale the permeability a new Darcy simulator is used based on the FVM and taking as input a more general permeability tensor field. Finally, using the result by the upscaling simulator a scaling argument is derived to infer on the permeability of multiple concentric rectangles textures.
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1. Introduction

Understanding reservoir rock and fluid properties is essential for applications such as oil and gas industry, water management, hydrology, and geosciences. Oil exploration and production in conjunction with the prospective impact on the environment is highly related to the fluid flowing inside the highly complex geometry of the rock. In order to optimize reservoir management, the fluid flow processes in porous media should be investigated through a multiscale approach ranging from the field to the core level, down to the pore scale. One of the most important petro-physical properties for reservoir rock is the permeability, which is function of the complex microstructure of the rock, fluid properties (density, viscosity) and parameters (velocity). Since no simple universal correlation exists for the permeability, an accurate and efficient numerical tool to predict the permeability is highly desirable.

Using the micro-CT 3D images, numerical simulation has been applied to perform the pore-scale imaging modelling ranging from the finite difference method [1], finite element method [2], and more recently finite volume method approach [3] applied to one sample without full validation nor upscaling. In the present paper, we use a finite volume method (FVM) coupled with an adaptive meshing technique to perform the pore scale simulation from the micro-CT images of samples from both the literature and our own carbonate reservoir sample. As the segmentation is crucial, we explore its effect on the numerical simulation. In addition, we will assess the effect of the boundary conditions, namely periodic and non-periodic, on the permeability computation. Besides, we performed simulation based on the LB method for comparison and validation in addition to the results in the literature. Finally, we developed a new Darcy simulator based on the FVM capable of performing the upscaling from the results at the pore-scale model. This model serves to establish an analytical expression for the permeability of a multiple concentric rectangles textures.

2. Governing Equations

2.1 Pore-scale model

The continuity and momentum equations to be numerically solved in the finite volume method (FVM) formulation expresses as follows:

\[ \nabla \cdot \mathbf{V} = 0 \]  

(1)

\[ \rho \nabla \mathbf{V} = -\nabla p + \rho g + \nabla \cdot (\mu \nabla \mathbf{V}) \]  

(2)

where \( \mathbf{V} \) is the fluid velocity vector, and \( g \) denotes the gravity, while the fluid is assumed incompressible of density \( \rho \), viscosity \( \mu \). A non-slip boundary condition (Fig. 1) is applied at the top and bottom of the micro-plug sample for the computation of the permeability. After solving the fluid equation, the permeability can be computed following Darcy’s law as follows:

\[ K_l = \frac{\mu L Q_l}{A_o \Delta P} \]  

(3)

where \( A_o \) is the outlet surface area of the sample and \( Q \) the flow rate computed by integration from the outlet as \( Q_l = \int V dA \).

![Fig. 1. Illustration of the flow configuration at pore scale.](image)

2.2 Darcy scale model

The Darcy scale model is deduced from the Darcy’s law in combination with the continuity equation. Hence following Darcy’s law, the velocity is proportional to the pressure loss through the permeability tensor \( K_l(x,y,z) \):

\[ U = \frac{K_l}{\mu} \nabla p \]  

(4)

Applying the continuity equation, one obtains:

\[ \nabla \cdot (K_l \nabla p) = 0 \]  

(5)

where the global permeability \( K_0 \) is deduced through the global flow rate. \( Q_0 = \int U dA \), similarly to Eq. (3).
3. Numerical simulation and results

In order to run the simulation, the segmented image is meshed using SnappyHexMesh/C++ code to perform an Adaptive meshing technique, through refinement and adjustment to fit onto the provided geometries of the rock; the addition of the boundary layers’ cells near the solid surface is also performed for better accuracy (Fig. 2).

Finally, the governing equations are implemented in OpenFOAM/C++ opensource code. The SIMPLE algorithm is used to calculate the pressure and velocity fields using a Generalized Geometric-Algebraic Multi-Grid (GAMG) solver in conjunction with a Gauss Seidel smoother. The convergence criteria set for the pressure and velocity fields is of the order of $10^{-8}$. The simulations are run in parallel using a domain decomposition method.

3.1 Pore-scale model

We consider for validation purpose of our model 2 rocks sample from the literature, the Fontainebleau sandstone and Grosmont carbonate [2]. We perform our simulation on these 2 samples on the 3 axis X, Y, Z (Fig. 3). The boundary condition applied is the non-slip boundary condition at the sides of the sample similarly to the experimental conditions. The use of the explicit jump stokes method in [2] which results in a recursive relation for the permeability for a given concentric rectangle texture is found after some algebraic manipulations:

$$K_{r_n} = \frac{c_k r_n^{a_n} + K_r}{1+c_n r_n^{a_n}}$$

Where $K_{r_n}$, $r_n$, and $K_r$ are the permeability and radius of the $n$th concentric rectangle, respectively; while $c$, $a$, and $\alpha$ are the 2 parameters of the correlations (Fig 4b).

3.2 Darcy scale model

In addition to the pore-scale model, we implement a Darcy simulator based on the FVM accounting for the permeability as a tensor field by solving Eq. (4-5).

3.2.1 Validation

We validate the model by comparing it with the layered vertical and horizontal configuration, which theoretical expression is given by Eq.(6):

$$K_r = \frac{L_x K_x + L_y K_y + L_z K_z}{L_x + L_y + L_z + L_z}$$

The relative error between the numerical and the theoretical permeability (Eq.6) matched at less than 0.001 %.

3.2.2 Applications

After determining the permeability by direct numerical simulation, the upscaling of the permeability is performed on the Middle East reservoir carbonate as illustrated in Fig 4 below.

The anisotropy illustrated by the permeability tensor of the Fontainebleau sandstone results in

$$K_{\text{Fontainebleau}} = \begin{pmatrix} 1551 & 0 & 0 \\ 0 & 1313 & 0 \\ 0 & 0 & 1614 \end{pmatrix}$$

From which we can deduce the anisotropy ratio $R$, $R=K_{\text{max}}(K_{\text{min}})^{0.5}=0.83$, for the Fontainebleau sandstone while the carbonate anisotropic ratio is found to be about 0.68, consistent with the values for these types of rock.
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Abstract

The paper reports the authors’ recent work relating to the use of magnetic nanofluids (ferrofluids) in a direct absorption solar thermal collector with parabolic trough to enhance thermal efficiency compared to conventional solar collectors. Ferromagnetic nanoparticles dispersed in common heat transfer fluids (or base fluids) exhibit better thermophysical properties compared to the base fluids. By applying an appropriate level of magnetic intensity and magnetic field direction, the thermal conductivity of the ferrofluid is increased higher than conventional nanofluids. Moreover, the ferrofluids exhibit good optical properties. The ferrofluids absorb most of solar radiation at the depth of 10 mm. The design of ferrofluids based concentrating solar collector is different from conventional solar collectors. External magnetic source is installed to alter the thermophysical properties of the fluid, and the absorber tube does not have selective surface allowing ferrofluids to absorb the incoming solar irradiance directly.

In the present study, an experimental investigation of the performance of direct absorption solar collector using ferrofluids as absorber is carried out. Various nanoparticle concentrations ranged from 0 to 1 vol% at the operational temperatures between 19°C and 40°C were used. The results show that using ferrofluids as a heat transfer fluid increases the efficiency of solar thermal collectors. The heat flux from radiation was absorbed by the body of nanofluids in the DAC collectors instead of by the top surface for coating ones. Increasing particles concentration can increase the efficiency of the collector. In the presence of external magnetic field, the solar collector efficiency increases to the maximum, 25% higher than conventional parabolic trough. At higher temperatures, the ferrofluids show much better efficiency than conventional heat transfer fluid. The ferrofluids show better heat transfer coefficient and decreases the surface temperature of the absorber. Ferromagnetic particles build a chain-like structure in the presence of external magnetic field allowing faster heat transfer throw conduction. The heat transfer coefficient increases when the magnetic field is parallel to flow direction. The study has indicated that nanofluids, even of low-content, have good absorption of solar radiation, and can improve the outlet temperatures and system efficiencies.

The schematic of the experimental setup is shown in Fig. 1. Fig. 2 shows the result of Fe3O4-water ferrofluids 0.05vol% with applied magnetic field. The efficiency increases with increasing the magnetic field intensity when the orientation of the magnetic field is parallel to the direction of the flow. The maximum efficiency of 30%, 35%, and 40% for 3.14mT, 6.28mT, and 10.47mT, respectively. Water was also used with external magnetic field. There is no effect of magnetic field on the measurements.
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